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PREFACE 

 

Dear readers, we are delighted to serve you Volume 5, Issue 2 of International 

Journal of Applied Sciences and Smart Technologies (IJASST), which is managed and 

published by the Faculty of Science and Technology, Sanata Dharma University. IJASST 

is an open-access peer-reviewed journal that mediates the dissemination of research and 

studies conducted by academicians, researchers, and practitioners in science, engineering, 

and technology. Its scope also includes basic sciences which relate to technology, such as 

applied mathematics, physics, and chemistry. 

In this edition, we have fifteen papers authored by researchers from Indonesia, 

Ghana, Nigeria, United State of America, Bangladesh, and Turkey. Submitted papers are 

reviewed fairly using the open journal system (OJS) of IJASST. After the review process, 

accepted papers of the journal are publicly available for free at the website of IJASST. 

For future issues, we are looking forward to your contributions to IJASST. 

 

 Dr. I Made Wicaksana Ekaputra 

 Editor in Chief 

             IJASST 
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Abstract 

Bio-briquettes from a mixture of coconut leaves charcoal and cassava peel charcoal have 
been produced and characterized in this study. The analysis carried out included density, 
burning rate, water content, ash content, and calorific value. Bio-briquette samples were 
produced with composition variations between coconut leaves charcoal and cassava peel 
charcoal with mass percentage ratios of 100:0, 75:25, 50:50, 25:75 and 0:100. The mixture 
used to produce briquettes with a ratio of tapioca flour, water and charcoal as raw materials 
is 1.5:1.5:2. The results of the study show that the density and calorific value of bio-briquettes 
increases with the increase in the amount of cassava peel in the briquette content. The 
optimum bio-briquette product from this research was found in variations of coconut leaves 
and cassava peel with a ratio of 75:25. The density is 0.96 g/ml, the burning rate is 0.190 
g/min, the water content is 3%, the ash content is 18.81%, and the calorific value is 3521.47 
Cal/g. 
 
Keywords: bio-briquette, coconut leaves, cassava peels, bioenergy, biomass  
 

1 Introduction 

The potential for an energy crisis can be caused by various factors. Not only 

experienced by the least developed countries, but this condition also has the potential to 

occur in developed countries. In the least developed countries, it is easy to understand 

that there are many factors that cause energy crisis that these countries often face. 

Developing countries have different potential causes of energy crisis, including 

dependence on technology, fuel prices and fuel supply. For example, in South America, 

there was an energy crisis caused by the unpreparedness of technology related to the lack 

http://creativecommons.org/licenses/by/4.0/
mailto:gema.fitriyano@umj.ac.id
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of stored hydropower, which resulted in the length of construction of hydropower plants 

[1]. 

In developed countries, the occurrence of an energy crisis can be caused by a 

country's dependence on one type of energy source, as happened in several countries in 

Europe due to dependence on gas and not ready to transfer technology when a crisis 

occurs. 

To overcome the energy crisis, research and development has been carried out on 

various types of energy sources including solar, wind, biomass, geothermal, tidal, and 

hydro. Problems with renewable energy include the high cost of technology and 

regulations that do not support its mass use [2]. 

The unpreparedness of technology transfer during a crisis makes it difficult to 

mitigate these problems. The use of non-fossil energy is still minimal in many countries, 

The portion of its production worldwide is around 20-30% of all energy production. This 

is also related to energy dependence and the difficulty of implementing technology 

transfer, so it becomes an obstacle in reducing the potential for an energy crisis [3], [4]. 

Technology in the production of non-fossil energy such as solar panels, vertical 

wind turbines, sea wave turbines which are still undergoing development cause the 

production costs to be relatively more expensive than some other alternative 

technologies such as waste-to-energy. 

Energy technology from waste already existed and was operated in the early 

1980s. But this technology was considered a failure because it has not been able to reduce 

the environmental impact of combustion in the form of residual solids and gases. This 

has caused this technology to disappear from the energy market, although its operation 

has the potential to be used in several pioneer industries that use waste energy, such as 

cement factories and coal-fired power plants  [5]. 

The use of all types of waste that is directly burned using an incinerator to become 

heat energy does cause environmental pollution. It is because the combustion products 

contain various chemical elements because they do not come from one type of waste. 

To overcome this, waste-to-energy technology has the potential to be used if it 

uses similar waste and is always produced. For example, waste from the agro industry 

which harvests every time. Agro-industrial waste that have the potential to become 
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energy sources that have been studied previously are tuber peels, fruit peels, straw, 

husks, plant stems and leaf midribs [6]. 

Industrial waste through waste-to-energy technology can show potential as a non-

fossil energy source, The use of this waste can be an alternative mitigation route when 

facing an energy crisis. Agro-industrial waste whose crops are harvested throughout the 

year is highly preferred. This is because it is able to ensure the availability of materials 

in a sustainable manner. Agro-industrial wastes included in this criterion include cassava 

peels and coconut leaf. 

Cassava peel has been studied and has shown satisfactory characterization results, 

namely the calorific value of 5126 Cal/g with a mixture of 20% adhesive mass and 80% 

charcoal, where the adhesive is made from a mixture of water and tapioca flour with a 

ratio of 9:1 [7]. 

It is known that dried coconut leaves contain energy, so they are often used as a 

fire starter for bonfires. However, coconut leaves have not been widely studied regarding 

the use of energy as raw material for bio-briquette charcoal. The composition used in 

several previous studies provides a high calorific value but has a weakness, namely the 

bio-briquette product which is brittle when printed. This is because of the adhesive 

content that does not bind the entire charcoal mixture. 

In this study, data were searched regarding the characteristics of bio-briquettes 

including density, burning rate, moisture content, ash content and calorific value of a 

mixture of coconut leaf charcoal and cassava peel charcoal. It is hoped that the results of 

this study will obtain a composition with optimum characteristics. 

 

2 Research Methodology 

The materials used in this study include coconut leaves charcoal, cassava peel 

charcoal, tapioca flour, and water. Coconut leaves that have fallen naturally are taken 

from coconut trees in the park. Cassava peel comes from traditional market waste, 

unbranded bulk tapioca flour and tap water is used. The equipment used includes digital 

balance, blender, plastic container, porcelain dish, cube briquette molds, oven, furnace 

and Leco AC600 calorimeter. 
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The experimental stages consist of handling raw materials, making charcoal 

blending and molding bio-briquettes. The handling of coconut leaves is done by removing 

it from the midrib, reducing its size to about 20 cm to fit in the furnace. Meanwhile, the 

cassava peel is washed to clean it from impurities such as soil, then dried in the sun for a 

day to dry before being processed in the furnace. 

After the material is ready, then the carbonization process is carried out using a 

furnace at temperatures of 400, 500, 600, 700 and 800oC for 1 hour, which aims to 

determine the optimum temperature in the formation of charcoal. 

After the process of forming charcoal with a furnace, each charcoal from coconut 

leaves and cassava peels is mashed using a blender separately. Mixing materials to 

produce bio-briquettes using variations in mass composition is shown in Table 1. 

 

Table 1. Mass variation of bio-briquette composition 

No Ratio TF (g) W (g) CL (g) CP (g) 

1 100:0 15 15 20 0 
2 75:25 15 15 15 5 
3 50:50 15 15 10 10 
4 25:75 15 15 5 15 
5 0:100 15 15 0 20 

Annotation : Ratio is mass percentage ratio of coconut leaves charcoal and cassava peels charcoal, TF is 
tapioca flour, W is water, CL is coconut leaves charcoal, CF is cassava peel charcoal. 

 

The bio-briquette sample molding process was carried out using a mold with hand 

pressure to produce a cube-shaped sample with dimensions of 2.5 cm x 2.5 cm x 2.5 cm. 

After the molding process is carried out, the sample is then dried in a room exposed to 

direct sunlight for 1 day so that the sample becomes hard and does not change its shape. 

The analytical parameters tested on the sample include density, moisture content, 

ash content and calorific value. The density test is carried out by weighing the sample 

with dimensions 2.5 cm x 2.5 cm x 2.5 cm, then record the results of the weighing and 

calculate the density with the equation 1 [8], [9]. ���ݐ�ݏ� = ௕௥ⅈ௤௨ⅇ௧௧ⅇ  ௠௔௦௦ ሺ௚ሻ௕௥ⅈ௤௨ⅇ௧௧ⅇ ௩௢௟௨௠ⅇ ሺ௖௠3ሻ    (1) 
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Water content analysis was carried out by weighing the sample and recording the 

initial mass, heating it in an oven at 115oC for 3 hours. After the heating time is complete, 

then place the briquettes in a desiccator until the sample reaches room temperature, weigh 

the sample after it has room temperature, then record the weighing results and calculate 

the water content with equation 2. ��ݐ��ݐ�݋� ��ݐ = ⅈ�ⅈ௧ⅈ௔௟  ௠௔௦௦−௙ⅈ�௔௟  ௠௔௦௦ⅈ�ⅈ௧ⅈ௔௟  ௠௔௦௦  × ͳͲͲ%   (2) 
Ash content analysis was carried out by weighing the sample and recording the 

initial mass, then placing the sample in a furnace at 800oC for 2 hours. After the time is 

over, the sample is placed in a desiccator at room temperature. Weigh the sample after it 

reaches room temperature and record the mass of the weighing result, then calculate the 

ash content using equation 3 [10]. �ݏℎ �ݐ��ݐ�݋ = ௙ⅈ�௔௟  ௠௔௦௦ⅈ�ⅈ௧ⅈ௔௟  ௠௔௦௦  × ͳͲͲ%    (3) 
The method of calorie analysis with a calorimeter is done by putting the sample 

inside the combustion vessel, which is pressurized with oxygen. The sample is ignited 

and the temperature of the bucket and jacket water is measured by an electrical 

thermometer with a resolution of 0.0001 of a degree. A measurement of the water 

temperature inside the bucket and jacket is collected every second. Calorific values are 

determined by a simple maximum temperature rise of the bucket [11]. 

 

3 Results and Discussions 

In the production of coconut leaf charcoal and cassava peel charcoal, temperature 

variations are carried out in the carbonization process at a temperature of 400 to 800oC. 

The results showed that at a temperature of 400oC the material was still in the form of 

black charcoal. There was a slight visible ash formed. Meanwhile, both coconut shells 

and banana peels turn into the form of completely gray ash at a temperature of 500, 600, 

700 and 800oC. 

Based on the results of charcoal formation, a temperature of 400oC was chosen to 

produce coconut leaf charcoal and cassava peel charcoal samples. Figure 1 shows the 
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appearance of bio-briquettes produced from charcoal with a carbonization temperature of 

400oC compared to commercial bio-briquettes. 

(a) (b) 

Figure 1. The appearance of commercial bio-briquettes (a) and sample (b) 

Based on its appearance, the commercial bio-briquettes look darker than the bio-

briquettes samples from this study. This is due to the large amount of tapioca adhesive in 

the sample. Bio-briquette samples have been characterized to compare their properties 

with commercial sample properties, as shown in Table 2. 

 

Table 2. Properties of bio-briquette made of coconut leaves and cassava peels compared 
to commercial sample 
 

Parameter 
Commercial 

sample 
properties 

Mass percentage ratio of coconut leaves charcoal 
and cassava peels charcoal 

100:0 75:25 50:50 25:75 0:100 
Density (g/ml) 0.97 0.84 0.96 0.99 1.05 1.14 
Burning rate 

(g/min) 
0.136 0.307 0.190 0.357 0.441 0.318 

 

The characteristics of the sample results from the study compared to commercial 

samples showed that the higher the content of cassava peel, the higher the density. The 

density value that is close to the value of the commercial sample is a ratio of 75:25 with 

a density of 0.96 g/ml and 50:50 of 0.99 g/ml. 
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Figure 2. The effect of sample composition on density 

 

The burning rate shows that the smaller the value, the longer the bio-briquette will 

burn. This is indicated by the commercial sample value as a reference of 0.136 g/min. 

Samples that are close to this value are in the composition of coconut leaves and cassava 

peels 75:25 with a burning rate of 0.190 g/min. 

 

Figure 3. The effect of sample composition on burning rate 
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The homogeneity and size distribution of the materials have an impact on the 

density of bio-briquettes. The density of a commercial bio-briquette has a value of 0.97 

g/ml. If the density is greater than this value, it will require more raw materials for one 

piece of product [12]. The burning rate of a commercial bio-briquette has a value of 0.136 

g/min. The higher the combustion rate, the faster the bio-briquette burn out. The lower 

the burning rate, the longer the bio-briquettes burn. Its impact on the increasing amount 

of heat generated. 

So, for these two parameters, the sample with a mass percentage ratio of 75:25 

gives the optimum analysis result. Further on Table 3, it shows bio-briquette samples 

properties compared with Indonesian national standards (SNI 01-6535-2000). 

 

Table 3. Properties of bio-briquette made of coconut leaves and cassava peels compared 
to Indonesian national standards 

 
Parameter 

Indonesian 
national 
standard 

Mass percentage ratio of coconut leaves charcoal 
and cassava peels charcoal 

100:0 75:25 50:50 25:75 0:100 
Water content (%) 8 11 3 3 3 3 
Ash content (%) 8 18.01 18.81 18.32 19.35 17.02 
Calorific value 

(Cal/g) 
5000 3040.91 3521.47 3420.27 3199.28 3976.89 

 

From Table 3, comparisons are made to the parameters water content, ash content, 

and calorific value. The results of the water content analysis show only samples with a 

ratio of 100:0 that do not meet the standards. 

The ash content of the sample has a range of 17.03 to 18.81, where this value does 

not meet the standard. This can be caused by too much tapioca adhesive added in this 

study, which is around 40%. In several previous studies, the amount of tapioca that 

produced ash content values that met the standards was between 5 to 30% with an ash 

content range of 0.84% to around 6.42% [13]–[17]. 

Similar to the ash content, the calorific value of the bio-briquette sample did not 

meet the standard value. The optimum value obtained from the sample with a ratio of 

0:100 is 3976.89 Cal/g. From several previous studies, bio-briquettes made from cassava 

peel charcoal have a fairly high calorific value, reaching 7669 Cal/g [16]. 
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The second highest calorific value was obtained from the sample with a ratio of 

75:25 of 3521.47 Cal/g. The lower calorific value than the standard is due to the low 

amount of charcoal used in this research sample, which is around 60%. 

Samples with a ratio of 0:100 have a high calorific value but have a weakness, 

namely a high burning rate compared to commercial samples. This can cause the bio-

briquettes to burn out quickly. 

Suggestions for further research are to experiment with the amount of adhesive 

between 5 – 30% so that a higher calorific value and lower ash content can be obtained. 

It is also hoped that the durability analysis of the sample will be carried out so that the 

results of the analysis are more comprehensive. 

 

4 Conclusions 

In this study, bio-briquette production was carried out using coconut leaves and 

cassava peel as raw materials, where the two materials are included in the category of 

agro-industry waste, which has the potential as waste-to-energy. This research was 

conducted to determine the characteristics of bio-briquettes from coconut leaves and their 

mixture with cassava peel. The optimum bio-briquette product from this research was 

found in variations of coconut leaves and cassava peels with a ratio of 75:25. The density 

is 0.96 g/ml, the burning rate is 0.190 g/min, the water content is 3%, the ash content is 

18.81%, and the calorific value is 3521.47 Cal/g. 
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Abstract 

A dangerous gas that is harmful to human health and is generally found in the room is carbon 
dioxide (CO2) gas, which is produced from the accumulation of cigarette smoke. In order to 
overcome the CO2 gas concentration in the room, it is necessary to develop a device that can 
control the CO2 gas concentration in the room and that processes the CO2 gas detection results 
from the MQ-2 sensor. In this research, a device simulation was created that can control the 
CO2 gas concentration produced by accumulated cigarette smoke in a simulation room 
measuring 15 cm long, 20 cm wide, and 15 cm high with two CO2 gas release ventilation 
holes, each with a diameter of 3.5 cm, using the exhaust fan rotation and a microcontroller 
type Arduino UNO as the control unit. The effectiveness of using a microcontroller of the 
type Arduino UNO to process the CO2 gas detection results from the MQ-2 sensor can be 
seen in how the exhaust fan works to release CO2 gas from the simulation room. From the 
results of this research, it can be seen that the effectiveness of the exhaust fan rotation in 
controlling the CO2 gas concentration detected by the MQ-2 sensor looks good where the 
CO2 gas concentration can be controlled under 350 ppm. 
 
Keywords: CO2 gas; cigarette smoke; microcontroller; exhaust fan rotation, MQ-2 sensor 
 

1 Introduction 

The health of people is impacted by air quality. Cigarette smoke is one of the many 

elements that can lower air quality [1]. The primary component of cigarette smoke is a 

particle that is less than 1 micron in size, and it could even be as small as 0.1 micron [2]. 

The smoke inhalation cycle follows a recognizable rhythm that includes a puff, smoke 

inhalation, and smoke expiration [3]. 

http://creativecommons.org/licenses/by/4.0/
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IoT becomes a utility as sensing, actuation, communications, control, and 

knowledge extraction from massive amounts of data grow more sophisticated [4]. Data 

will be gathered, exchanged, and analyzed by IoT to get important knowledge about the 

interactions between things [5, 6]. The IoT's fundamental components include sensors 

and actuators [7, 8] to control systems [9]. The control unit shows the smoke unit in the 

display area receives a signal from the smoke detector when it detects smoke within the 

house [10]. One sensor that can find CO2 gas is the MQ series gas sensor [11]. MQ-2 was 

chosen because, in addition to its high sensitivity, it is inexpensive and suitable for a wide 

range of applications [12]. The MQ-2 gas sensor has the ability to detect gas leakage such 

as LPG, i-butane, methane, alcohol, hydrogen, smoke, etc. [13]. The gas sensor will be 

configured via Open CR like a microcontroller of the type Arduino UNO [14]. The 

microcontroller of the type Arduino UNO program was created utilizing this smoke 

sensor input to determine the presence of cigarette smoke [15]. The microcontroller of 

the type Arduino UNO serves as the controller and signal processor for the MQ-2 sensor 

that detects cigarette smoke [16, 17]. 

Therefore, in this research, a device simulation was created that can control the 

CO2 gas concentration produced by accumulated cigarette smoke in the room using the 

exhaust fan rotation and a microcontroller type Arduino UNO as the control unit. The 

indoor CO2 gas control system is simulated in the room measuring 15 cm long, 20 cm 

wide, and 15 cm high with two CO2 gas release ventilation holes, each with a diameter of 

3.5 cm, wherein the CO2 gas concentration from cigarette smoke is gradually increased 

by lighting one to five cigarettes. This research is expected to determine the effectiveness 

of exhaust fan rotation in controlling the CO2 gas concentration detected by the MQ-2 

sensor. 

2 Research Methodology 

This research was conducted in several phases, as seen in Figure 1, as follows:  
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Figure 1. Flowchart of Research Method 

 

The method used in this research refers to a sequential algorithm, where the 

research steps are carried out sequentially [18, 19, 20]. The research begins by collecting 

data on the components that make up the device used to examine controlling system the 

CO2 gas concentration to detect cigarette smoke in a room. In this step, the research was 

carried out by designing an indoor CO2 gas concentration control circuit with the MQ-2 

sensor using QElectroTech software, which was then controlled by the microcontroller of 

the type Arduino UNO version 1.6.11 microcontroller and issued an electrical voltage 

used to drive the exhaust fan and display a warning on the LCD display screen. The block 

diagram of the indoor CO2 gas concentration control circuit design is shown in Figure 2. 

Then, those processing results are used to adjust the exhaust fan rotation. 
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Figure 2. Circuit Block Diagram 

 

The design of an indoor CO2 gas control system consists of two steps, namely the 

design of the electronic circuit (hardware) and the design of the microcontroller program 

(software). The design of an electronic circuit for controlling CO2 gas in a room using the 

MQ-2 sensor and exhaust fan rotation made using the QElectroTech software is shown in 

Figure 3. The MQ-2 sensor [21, 22, 23] will send a signal to the microcontroller of the 

type Arduino UNO via pin A0, when the MQ-2 sensor detects cigarette smoke. The data 

from the MQ-2 sensor is then processed by the microcontroller of the type Arduino UNO. 

When the microcontroller of the type Arduino UNO processes, the voltage data from the 

MQ-2 sensor is transmitted to pin A0. The results of data processing will be displayed on 

the LCD and run the exhaust fan at medium and high conditions. As a display of smoke 

conditions, the LCD display will display the specified conditions. As shown in Figure 3, 

to display smoke conditions on the LCD using pins 12, 11, 10, 9, 8, 7 of a microcontroller 

of the type Arduino UNO. The LED connected to pins 4, 5, 6 of a microcontroller of the 

type Arduino UNO will turn on according to the conditions that have been determined. 

The exhaust fan rotation release smoke to the outer room.  
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Figure 3. Electronic Circuit Design 

 

In the device manufacture step, the layout of the PCB [26] for the design of an 

electronic indoor CO2 gas concentration control device is made in accordance with the 

component diagram contained in the electronic indoor CO2 gas concentration control 

circuit, which includes the constituent components that connect the MQ-2 sensor, the 

microcontroller of the type Arduino UNO circuit, and an output device in the form of an 

LCD display panel and an exhaust fan. The circuit that has been made is then put into a 

simulation room made of mica with a length x width x height of 15 cm x 20 cm x 15 cm. 

Finally, the microcontroller of the type Arduino UNO is programmed using the 

microcontroller of the type Arduino UNO IDE software version 1.6.11 [24, 25]. The 

embodiment of the electronic circuit design for indoor CO2 gas concentration control 

device can be seen in Figure 4. 

In the tests and measurement step, the MQ-2 sensor-equipped indoor CO2 gas 

concentration control device is tested, and its output is controled and measured using a 

measuring device such as a multimeter. Cigarettes, from one to five that are burned 

simultaneously, are burned in order to measure the operation of the MQ-2 sensor and 
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exhaust fan. The output on the LCD is then scrutinized to ascertain the MQ-2 sensor's 

sensitivity to detecting cigarette smoke. The exhaust fan's inlet and outlet voltage were 

then controled to determine how well it worked to clear the room of cigarette smoke. 

 

Figure 4. Indoor CO2 Gas Concentration Control Device 

 

In the analysis step, from the results of observations and performance 

measurements of the indoor CO2 gas concentration control device with the MQ-2 sensor, 

it is analyzed to know the effectiveness of exhaust fan rotation in controlling the CO2 gas 

concentration detected by the MQ-2 sensor. 

In the final step, conclusions are made from the analysis of performance 

measurements of the indoor CO2 gas concentration control device with the MQ-2 sensor. 

 

3 Results and Discussions 

The process of detecting smoke using the MQ-2 sensor which is shown in Figure 

5. First, the device is turned on. The next step is initialization, which involves checking 

the readiness of the program and device system circuits. Furthermore, the MQ-2 sensor 

detects cigarette smoke, which is then transmitted to the Arduino UNO microcontroller 

for processing and sends an output signal to the output devices, LCD screen, LED light, 

and the exhaust fan. When the MQ-2 sensor output is less than 1 volt (< 1 V), the Arduino 
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UNO microcontroller will turn on the green LED light and LCD Display shows "Low". 

When the MQ-2 sensor output is greater than 1 volt and less than 3 volt (1 V < MQ-2 

sensor output < 3 V), the Arduino UNO microcontroller will turn off the green LED light, 

turn on the yellow LED light, turn on the exhaust fan 1 and LCD Display shows 

"Medium". When the MQ-2 sensor output is greater than 3 volt (> 3 V), the Arduino UNO 

microcontroller will turn off the yellow LED light, turn on the red LED light, turn on the 

exhaust fan 1 and 2 and LCD Display shows "High" (in this condition, both the exhaust 

fan will turn on). 

 

Figure 5. Process of Detecting Smoke Using the MQ-2 Sensor 
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Overall circuit testing in the design of this device as shown in Figure 6 ensure the 

equipment functions as designed. First, testing the whole circuit starts with the MQ-2 

sensor sending a signal to the microcontroller if it detects smoke. When the Arduino UNO 

microcontroller gets a signal from the MQ-2 smoke sensor, it will process the program 

and send signals to the LEDs and relays. The relay will connect the exhaust fan to the 

electric current so that the exhaust fan rotates when the Arduino UNO microcontroller 

sends a low, medium, or high condition signal. The LED will turn on when it gets a signal 

from the microcontroller. The LCD will display the voltage value from the MQ-2 smoke 

sensor and the condition if it gets a signal from the Arduino UNO microcontroller. 

 

 

Figure 6. Indoor CO2 Gas Control System Test 

 

The sequence of steps for the LED lighting condition described as follows. The 

first step of testing a cigarette smoke detection device is to burn one cigarette with a length 

of 80 mm and a diameter of 7 mm, which is placed on an ashtray and put into the 

simulation room. At the beginning of the experiment, before the sixth minute, the LED 

lights off and the LCD display does not display smoke condition information. In the sixth 

minute, the green LED lights up and the LCD display displays "Low". At the tenth minute, 

the green LED is off, the yellow LED is on, the LCD display displays "Medium" and the 

left exhaust fan is on. 

In the second experiment, two cigarettes were burned, then placed on an ashtray 

and put into the simulation room. At the beginning of the experiment, before the fourth 
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minute, the LED lights off and the LCD display does not display smoke condition 

information. In the fourth minute, the green LED lights up and the LCD display displays 

"Low". At the seventh minute, the green LED is off, the yellow LED is on, the LCD 

display displays "Medium" and the left exhaust fan is on. In the twelfth minute, the yellow 

LED light is off, the red LED is on, the LCD display displays "High" and both exhaust 

fan are on. 

In the third experiment, three cigarettes were burned, then placed on an ashtray 

and put into the simulation room. At the beginning of the experiment, before the third 

minute, the LED lights off and the LCD display does not display smoke condition 

information. In the third minute, the green LED lights up and the LCD display displays 

"Low". In the fifth minute, the green LED is off, the yellow LED is on, the LCD display 

displays "Medium" and the left exhaust fan is on. In the eighth minute, the yellow LED 

light is off, the red LED is on, the LCD display displays "High" and both exhaust fan are 

on. 

In the fourth experiment, four cigarettes were burned, then placed on an ashtray 

and put into the simulation room. At the beginning of the experiment, before the second 

minute, the LED lights off and the LCD display does not display smoke condition 

information. In the second minute, the green LED lights up and the LCD display displays 

"Low". In the third minute, the green LED is off, the yellow LED is on, the LCD display 

displays "Medium" and the left exhaust fan is on. In the fifth minute, the yellow LED is 

off, the red LED is on, the LCD display displays "High" and both exhaust fan are on. 

In the fifth experiment, five cigarettes were burned, then placed on an ashtray and 

put into the simulation room. At the beginning of the experiment, before the first minute, 

the LED lights off and the LCD display does not display smoke condition information. In 

the first minute, the green LED lights up and the LCD display displays "Low". In the 

second minute, the yellow LED light is on, the LCD display displays "Medium" and the 

left exhaust fan is on. In the third minute, the yellow LED is off, the red LED is on, the 

LCD display displays "High" and both exhaust fan are on.  

In the five experiments conducted, the performance of the CO2 gas concentration 

control system controlled by the Arduino UNO microcontroller can be analyzed through 

the output displayed by the LCD screen, LED light, and exhaust fan. The analysis is based 
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on measuring the voltage at the output electrode of the MQ-2 sensor. With the increase 

in the amount of cigarette smoke in a simulation room measuring length x width x height 

of 15 cm x 20 cm x 15 cm, which is provided with a ventilation hole of 3.5 cm in diameter, 

the output voltage of the MQ-2 sensor is increasing, which is indicated by a higher voltage 

value. The Arduino UNO microcontroller turns on the LED light, with the green color 

indicating low smoke concentration in the simulation room, the yellow indicating medium 

smoke concentration in the simulation room, and the red indicating high smoke 

concentration in the simulation room. In addition, the voltage value given by the MQ-2 

sensor to the Arduino UNO microcontroller can make the Arduino UNO microcontroller 

process the display on the LCD display according to the smoke conditions in the 

simulation room, which displays "Low" information for low smoke concentration in the 

simulation room, "Medium" information for the smoke concentration currently in the 

simulation room, and "High" information for high smoke concentration in the simulation 

room. In addition to the LCD display, the voltage value given by the MQ-2 sensor to the 

Arduino UNO microcontroller can make the Arduino UNO microcontroller able to turn 

on one exhaust fan in the condition when the simulation room is quite thick with smoke, 

which is generally indicated by the green light off and the yellow light on, and turn on the 

two exhaust fan in the condition when the simulation room is very thick with smoke, 

which is generally indicated by the yellow light off and the red light on. 

The measurement results on the Arduino UNO microcontroller pin A0 connected 

to the MQ-2 sensor are shown in Table 1. Measurement of the output voltage of the MQ-

2 sensor using a multimeter connected to the Arduino UNO microcontroller's A0 pin, 

where previously the Arduino UNO microcontroller's A0 pin was extended through the 

use of a conductor rod soldered to the Arduino UNO microcontroller's A0 pin and 

extended (approximately 25 cm) to the output through ventilation holes that can make it 

easier for the multimeter pin to be connected to carry out voltage measurements, resulting 

in changes in voltage values as the smoke concentration increases in the simulation room. 

Based on the measurement results, it was found that the smallest voltage value that can 

be measured is 300 millivolt in Experiment 1 when one cigarette is burned to the sixth 

minute, and the largest voltage value that can be measured is 3620 millivolt in Experiment 

5 when five cigarettes are burned to the fifteenth minute. Based on the MQ-2 sensor 
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datasheet, the maximum voltage value of which is 5.0 V ± 0.1 V, the test in this research 

has not yet reached the maximum output voltage of the MQ-2 sensor, which can still be 

tolerated. 

 

Table 1. MQ-2 Sensor Output Voltage 

Time 
(in 

minutes) 

Vout MQ-2 
Experiment 

1 
(in mV) 

Vout MQ-2 
Experiment 

2 
(in mV) 

Vout MQ-2 
Experiment 

3 
(in mV) 

Vout MQ-2 
Experiment 

4 
(in mV) 

Vout MQ-2 
Experiment 

5 
(in mV) 

1 0 0 0 0 900 

2 0 0 0 900 1300 

3 0 0 560 1200 2600 

4 0 320 750 2700 3120 

5 0 460 1210 3080 3140 

6 300 870 2300 3120 3190 

7 450 1140 2350 3220 3230 

8 630 1220 3140 3310 3250 

9 860 1910 3220 3360 3290 

10 1230 2320 3340 3380 3340 

11 1560 2720 3350 3420 3420 

12 1780 3140 3380 3440 3450 

13 1820 3230 3400 3460 3480 

14 1850 3360 3420 3480 3500 

15 1910 3410 3440 3490 3620 

 

The voltage measurement in Experiment 1 resulted in the smallest voltage value 

above 0 millivolt of 300 millivolt in the sixth minute and the largest voltage of 1910 

millivolt in the fifteenth minute. The voltage measurement in Experiment 2 produces the 

smallest voltage value above 0 millivolt of 320 millivolt in the fourth minute and the 

largest voltage of 3410 millivolt in the fifteenth minute. The voltage measurement in 

Experiment 3 produces the smallest voltage value above 0 millivolt of 560 millivolt in 

the third minute and the largest voltage of 3440 millivolt in the fifteenth minute. The 
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voltage measurement in Experiment 4 produces the smallest voltage value above 0 

millivolt of 900 millivolt in the second minute and the largest voltage of 3490 millivolt 

in the fifteenth minute. The voltage measurement in Experiment 5 produces the smallest 

voltage value above 0 millivolt of 900 millivolt in the sixth minute and the largest voltage 

of 3620 millivolt in the fifteenth minute. With the results of voltage measurements in five 

experiments, information was obtained that the more cigarettes were burned, which 

produced smoke in the simulation room, the voltage value issued by the MQ-2 sensor 

increased.  

The CO2 gas concentration in the simulation room was measured using a CO2 gas 

meter [26, 27, 28] in each experiment. The results of measuring CO2 gas concentrations 

are shown in Figure 7.  

 

 

Figure 7. The CO2 Gas Concentration 
 

In Figure 7, the low concentration of CO2 gas on the y-axis in the range of 50 to 

100 ppm is indicated by a green LED turning on. This occurred between minutes 1 and 

10 in Experiment 1, between minutes 1 and 6 in Experiment 2, between minutes 1 and 4 

in Experiment 3, between minutes 1 and 3 in Experiment 4, and in minute 1 of Experiment 

5. A yellow LED turning on indicates a medium concentration of CO2 gas on the y-axis 

in the range of 100 to 200 ppm. This occurred in Experiment 1, between minutes 10 and 

15 in Experiment 2, between minutes 7 and 15 in Experiment 3, between minutes 3 and 

5 in Experiment 4, and between minutes 2 and 4 in Experiment 5. When the red LED 

turns on, there is a high concentration of CO2 gas on the y-axis, in the range of 200 to 370 
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ppm. This occurred between minutes 12 and 15 in Experiment 2, between minutes 8 and 

15 in Experiment 3, between minutes 6 and 15 in Experiment 4, and from minutes 5 to 

15 in Experiment 5. 

 

4 Conclusions 

This research produces a conclusion about controlling the CO2 gas concentration 

when detecting cigarette smoke in a simulation room. With the increase in the amount of 

cigarette smoke in a simulation room, the output voltage of the MQ-2 sensors is 

increasing. The CO2 gas concentration rises in the simulation room as the amount of 

cigarette smoke increases. It can be concluded that as the number of cigarettes burned in 

the simulation room increases, the amount of cigarette smoke in the room increases, 

which causes the CO2 gas concentration to increase and increases the voltage of the MQ-

2 sensors required by the microcontroller to rotate the exhaust fan to control the CO2 gas 

concentration. Based on Figure 7, the effectiveness of the exhaust fan rotation in 

controlling the CO2 gas concentration detected by the MQ-2 sensor looks good where the 

CO2 gas concentration can be controlled under 350 ppm. 
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Abstract 

Vortex beams are beams with a helical wavefront that have found applications in optical or 
acoustic tweezers to manipulate microscopic particles. Vortex beam imposes torque or force 
to particles, allowing them to trap the object within the beam's field and induce motion or 
displacement in a non-contact manner. One type of such beam is a Laguerre-Gaussian beam, 
where the solution of a Gaussian wave is modified by the Laguerre polynomial term that 
determines the pattern and helical characteristic of the beam. In this paper, a numerical 
method based on the mathematical expression of the Laguerre-Gaussian beam is 
implemented to describe how the parameters change the physical behavior of the beam. This 
work has shown that a straightforward numerical method is capable of producing this kind 
of beam. Therefore, this approach can be used for generating vortex beams for physical 
emissions, complex numerical simulations, or demonstrations for teaching purposes. 
 
Keywords: vortex beam, laguerre-gaussian beam, numerical beamforming 

 
 

1 Introduction 

Vortex beam, characterized by the twisting of its phase as it propagates, has been 

investigated for its potential in the engineering field. This helical type of beam may 

prevail in the acoustical and optical form. One of the attractive properties of this kind of 

wave is that it carries angular momentum, which in turn can be transferred into the 

medium. Therefore, it is possible to take advantage of this feature to introduce motions 

to the particles within the beam envelope, creating optical or acoustic tweezers which not 

only traps particles but also manipulates their motion and position in a contactless 

manner. Practically, the tweezers can be implemented to hold position and control 
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orientation of molecules or cells for microscopy [1]. It has also been demonstrated that a 

tweezer is capable of stretching microparticles to evaluate their viscoelastic property 

[2,3]. Both acoustic and optical tweezers have already been implemented in various 

research areas involving micro-sized objects such as in the biomedical and nanomaterial 

fields. 

Multiple methods have been developed to generate vortex beams. In acoustic 

beamforming, a common method involves an array of piezoelectric transducers by 

modulating the phase and amplitude of each transducer within the array in order to form 

the beam [4]. Recently, Zhou et. al. proposed another method using a spiral diffraction 

grating and worked out theoretical and numerical investigations to reveal its feasibility 

[5]. On the other hand, various methods also exist to generate optical vortex, some of 

which are by employing laser with diffraction grating [6], spatial light modulator [7], and 

deformable mirror [8]. With various beam forming methods available and being 

developed, research on the vortex beam will advance to broaden its application in the 

industrial or scientific domains. 

The aim of this paper is to demonstrate the principal properties of the acoustic 

vortex beam by visualizing the shape of the beam as it propagates along the medium and 

to describe theoretically the role of parameters in the mathematical expression of the 

Laguerre-Gaussian vortex beam. This paper isolates the study solely on the nature of the 

propagation of the ideal beam in a lossless medium. Physical phenomena related to the 

interaction of waves with the medium such as viscosity effects, damping and other 

external forces are not considered in this paper. 

Vortex beams studied in this work are formed as Laguerre-Gaussian beams. It is 

a Gaussian function with Laguerre polynomial term which determines the radial and 

azimuthal pattern of the beam. 

 

2 Research Methodology 

Mathematical expression that describes the solution of a Laguerre-Gaussian beam 

in cylindrical coordinates as a function of the radius (r), azimuthal angle (φ) and 

propagation distance (z) can be described by [9]: 
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,�ሺݑ �, �ሻ =  �଴ ቀ√ʹ ௥௪ሺ�ሻቁ௟ ��௟ ቀʹ ௥2௪ሺ�ሻ2ቁ ௪0௪ሺ�ሻ  ���[−���௟ሺ�ሻ] ��� [� ௞ଶ௤ሺ�ሻ �ଶ]  ���ሺ���ሻ
 (1) 

where A0 is a constant and ��௟  is the associated Laguerre polynomial of the 

argument that follows, i.e. the ቀʹ ௥2௪ሺ�ሻ2ቁ. The associated Laguerre polynomials ��௟ ሺ�ሻ 

satisfy the following differential equation: � �2�����2  −  ሺ� + ͳ − �ሻ ������  +  ���௟  =  Ͳ    (2) 

The beam waist and the beam width at the distance z is denoted by w0 and w(z), 

respectively. Gouy phase shift ��௟ሺ�ሻ is given by: ��௟ሺ�ሻ = ሺʹ� + � + ͳሻ1−��ݐሺ�/�଴ሻ    (3) 

In the case of parameter p and l both equal to zero, a fundamental Gaussian beam 

will appear. The Rayleigh length z0, which is the distance from the beam focus where the 

beam area doubles, can be found by knowing the wavelength () or wavenumber (k) 

through: �଴ = �௪02� = ௞௪02ଶ      (4) 

The Laguerre-Gaussian beam is modeled in MATLAB 2020b by developing a 

code to solve the mathematical expression as discussed above. An advantage of using 

MATLAB 2020b is that the associated Laguerre polynomial term can be simply obtained 

by a built-in function laguerreL(p,l,x) [10]. Here, the p and l inputs are set as integers to 

represent the modes and the x input is fed by the ቀʹ ௥2௪ሺ�ሻ2ቁ term. The program loop iterates 

in the increment of radial and angular positions to determine the solution at each node 

throughout the specified area of square with the sides of 4. That iteration can then be 

repeated at different distance in front of the source plane (planes at z >  0) to reveal the 

angular displacement of intensity peaks. 

This study attempts to examine the effect of varying physical parameters that can 

be adjusted by the setting of the wave source or transducer, namely the frequency (f). The 

excited frequency determines the beam’s wavelength () depending on the speed of sound 
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(c) as an intrinsic property of the medium of propagation, via the well-known relation of 

 = c/f. 

 

3 Results and Discussions 

Different modes of LG beams can be described by the parameter p and l in the ��௟ ሺ�ሻ associated Laguerre polynomial. There, p and l represent the radial (center to 

periphery direction) and azimuthal (angular-wise direction) variation of the beam, 

respectively.  Several examples are presented in Figure 1, depicting the amplitude field 

in the beam source plane (z =  0) for p and l from 0 to 4. It can be observed that the radial 

pattern of the beam, which is simply the repetition of each beam’s azimuthal pattern 

towards the radial direction, is described by the parameter p (the degree of the associated 

Laguerre polynomial). Meanwhile, the azimuthal pattern itself is related to the integer l. 

For brevity, the mode will be further designated as LGpl. An LG00 mode has zeroes on 

both p and l which results in a standard Gaussian beam, having a single peak at the center. 

The other LG modes with one or both non-zero p and l values have multiple peaks in 

azimuthal and/or radial direction. The regularity extends in the same fashion for any 

integer values of p and l.  

 

Figure 1.  Amplitude pattern of various modes of LG beam at the source plane (z =  0), 
described by the p and l parameter of the associated Laguerre polynomials. 
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On the plane of the beam source (at z =  0), the amplitude distribution of each 

mode is described by the p and l parameters of the associated Laguerre polynomials. 

Varying p and l results in the donut or segmented shapes with different numbers of layers 

of amplitude peaks in the radial direction. However, the total amplitude across the surface 

is independent of the LG modes if the other variables remain constant, as expected from 

the expression in Equation 1. Accordingly, the mode only specifies how the amplitude 

distributes within the plane orthogonal to the propagation direction.  

The amplitude patterns as shown in Figure 1 consist of multiple lobes or peaks, 

with an exception for the LG00 mode that has only central peak following a standard 

Gaussian distribution. Note that the amplitude is plotted as absolute value, hence the 

maxima can be either positive or negative with the main purpose of indicating the pattern 

of intensity strength relative to zero, neglecting the phase evolution. The phase-dependent 

shape, however, can be investigated in Figure 2, where actually at a particular time, the 

peak may be directed towards the positive or negative sign. Take an example of mode 

LG02 that corresponds to 2D image with p = 0 and l = 2 in Figure 1 and 3D plot in Figure 

2(d). In Figure 1, LG02 shows 4 symmetric lobes meanwhile in reality the 4 peaks consist 

of 2 lobes in positive direction and other 2 in negative. 

 

Figure 2.  Implementation on acoustic beam: pressure amplitude profile at a given phase 
for (a) LG00; (b) LG20; (c) LG30; (d) LG22 

 
A case study is carried out in acoustic setup by implementing the numerical 

method, where snapshots of pressure distribution that occurs at a certain phase for select 
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modes are shown in Figure 2. Several instances of LG modes: LG00, LG20, LG40 and LG02 

are presented. The beam in this case is simulated as an acoustic perturbation at the 

frequency of 1 MHz with the velocity of 1490 m/s, resembling sound propagation in 

water, hence the wavelength is 1.49 mm. Beam waist is set as 4 times wavelength, or 

equals to 5.96 mm in this case. The simulation is limited to observe the area within the 

radius of 20 times the wavelength or equals to 29.8 mm radially outward from the beam’s 

axis. That envelope is considered sufficient to capture far field region without 

exaggerating computational requirements. The figures reveal that in a higher polynomial 

degree of LG mode, for example LG20 and LG40, there exist valleys and peaks which 

appear in an alternating fashion along the radial direction. In addition, the same behavior 

of alternating peaks and valleys also prevails in the azimuthal direction. Taking the LG02 

mode as an example, the peaks and valleys take place alternatingly every 90o azimuthal 

angle, as demonstrated in Figure 2(d) Without the need to elaborate the other examples, 

this alternating patterns in both radial and azimuthal direction persist for other modes as 

well. 

 

Figure 3.  Amplitude field of LG02 on different planes at different positions downstream 
the source, showing spirals that indicates twisting behavior of the beam. 

 

The use of different frequencies or mediums, which means different wave 

velocity, does not affect the shape of amplitude distribution at the beam source plane. 

That being said, all the preceding results and visualizations in Figure 1 and Figure 2 

regarding the in-plane pressure distribution at z=0 remain identical regardless of the 
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frequency and wave velocity settings, provided the same diameter of beam waist w0 is 

maintained. 

Rotational behavior of the Laguerre-Gaussian beam is observable down the 

propagation path, as presented in Figure 3. The amplitude fields on planes at different z-

position form spiral shapes which indicates angular displacement of the beam as the 

amplitude peak moves in azimuthal direction. The field radius expands as the waves 

propagate further from the source plane, and at the same time the overall amplitude 

decreases as indicated by the corresponding color scale. 

 

4 Conclusions 

This work has demonstrated a numerical method to visualize a Laguerre-Gaussian 

beam. The physical implication of each parameter and terms in the mathematical 

expression has been discussed, where the radial and azimuthal patterns are determined by 

the Laguerre polynomial parameters. On the other hand, other wave parameters such as 

frequency, wavelength, beam width and amplitude do not affect the peak distribution and 

angular displacement pattern. The vortex behavior has also been visualized by depicting 

the field on planes at different positions ahead of the beam source which shows spiral 

shapes. 
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Abstract 

Indonesia is a country with diverse cultures. Indonesia comprises numerous tribes, 
including Batak Toba. The Batak Toba people actively practice their traditional rituals, 
including wedding ceremonies. Their traditional wedding ceremony involves several rituals, 
symbols, and attributes with different meanings. Today, learning resources for traditional 
rituals, attributes, and others can be accessed through experts’ knowledge, video tutorials, 
and scientific journal. However, all sources have failed to attract attention. Thus, only a few 
generations are concerned and interested in studying culture. And threatens the dissappear of 
cultural experts. The research objective is to develop a system based on a multimedia 
approach that provides learning materials about the traditional rituals of the Batak 
Toba wedding ceremony. The multimedia development life cycle method is used for system 
development. Based on the research result show that 90% responded easier to understand the 
content. 
 
Keywords: Traditional, culture, Batak Toba, wedding, multimedia 

 
 

1 Introduction 

Indonesia is a country with diverse cultures. This cultural diversity includes 

different ethnicities, religions, and local languages. Indonesia comprises numerous ethnic 

groups, such as the Javanese, Bataknese, Baduy, Asmat, Mentawai, and Minang Kabau. 

Each ethnic group has specific and complex attributes for celebrations, such as weddings, 

births, and funerary rituals [1]. For example in Batak Toba wedding always involve a 

traditional shawl [2] called  ulos (weaving).  

The Batak Toba people are one of the tribes in North Sumatera, Indonesia. Apart 

from the Batak Toba, other tribes make up the region, namely, the Batak Simalungun, 
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Batak Karo, Batak Pakpak, Batak Angkola, and Batak Mandailing. The Batak Toba 

people represent 50% of all Batak tribes in North Sumatera. Batak culture is based on the 

behavioral values of the people’s ancestors. All the tribes in the Batak lands have a distinct 

language; however, a few similarities in writing and pronunciation exist. Moreover, each 

Batak tribe uses a different script, though the variants do not differ considerably [3]. 

Geographically, the Batak Toba tribe lives around Lake Toba [4]. Generally, the Batak 

Toba people believe and follow the dalihan na tolu philosophy. Dalihan na tolu is advice 

deriving from ancestors. Specifically, the dalihan na tolu philosophy represents three 

social community groups, namely, the dongan sahuta (friends from same village), hula-

hula (a man in our mother family), and boru (daughter). Dalihan na tolu is considered an 

important set of rules for every ceremonial event, including wedding ceremonies. All the 

symbols and supporting attributes involved have important meanings for the bride, the 

bride’s family, and everyone around them [5]. Often, the meanings of the symbols or 

attributes are religious [6][7]. Some attributes used in the wedding ceremony are 

traditional cloth called an ulos, a cuisine called arsik (goldfish), cooked rice called 

indahan na las, water called aek sitio-tio, betel leaf called napuran, a sarong called 

mandar hela, money called tuhor, rice called si pir ni tondi, and meat called jambar. By 

protocol, each attribute is called by a different name during the ceremony. The Batak 

Toba wedding ceremony consists of three stages, namely, the pre-wedding, wedding, and 

post-wedding stages. The pre-wedding stage consist of mangalua, marhusip, marhata 

sinamot, pudun saut, martumpol, and martonggo raja. Then, the wedding ceremony 

consists of manjalo pasu-pasu, pesta unjuk, and daulat ni si panganon. Last is the post-

wedding which consists of paulak une, manjahe, and maningkir tangga. Each stage has 

different meanings and different supporting attributes. In addition, the duration of each 

stage also different. According to the dalihan na tolu philosophy, the completion of the 

three stages is called the full ritual or adat na gok [8]. Some Batak Toba people believe 

that not being able to practice their cultural rituals would be disastrous.  

    All of the rituals or ceremonies above is an interested object for tourists. It can 

often attract and motivate tourists to visit any place in Indonesia. Many tourists are 

interested in purchasing the miniature of the attributes. They are also interested in 

studying about the culture for a long time.  
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Unfortunately, their enthusiasm does not accord with the enthusiasm of Batak 

youth in learning their culture. The complexity of the processes and rituals attributes of 

wedding ceremonies just attracting only a few of Batak Toba youth to learn. A lot of 

Batak youth people also choose to move to other city even other country for studying or 

leaving. Moreover, owing to current habits, most people prefer to learn things instantly 

and only subjects that are beneficial to them. Thus, knowledge transfer is poor, and few 

people understand traditional ceremonies. Finding a person who is knowledgeable related 

to all rituals, attributes, and process above is difficult. It is hard to imagine someday when 

the ceremonial rituals cannot be performed because no more expert of it.  

Many communities are trying to maintain and preserve all these cultural rituals in 

every celebration. They try to organize sharing knowledge periodically from the expert 

to other people, transfer knowledge through directly communication between expert and 

interested people. Another method is to record the knowledge in a book or scientific 

journal or video tutorials. However, all of methods are ineffective for the following 

reasons. 

a. Knowledge transfer is difficult when only a few experts exist, and such experts 

have poor communication skills. Communication skills are essential for 

transferring knowledge. 

b. Finding literature or scientific journals that address the topic is difficult. Such 

references are often expensive, and a very limited number of journals focus on 

Bata Toba wedding rituals. 

c. Video tutorials is good but can not cover all process or attributes because it will 

be boring if the duration is too long.  

Based on literature reviews, several researchers conducted relevant studies. This 

first research develops a multimedia system for Hindu wedding ceremonies that could be 

accessed via mobile phones. The system consists of different types of Hindu weddings, 

Hindu wedding rituals, prerequisites of Hindu weddings, and the objectives of Hindu 

weddings[9]. Moreover, the project is an interactive multimedia system for learning the 

culture of Indonesia. In addition, the research aimed to increase children knowledge about 

Indonesia culture [10]. Other researcher developed mobile platforms with augmented 

reality technology for learning media the traditional houses in North Sumatera of 
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Indonesia. The learning media are used for kids. This augmented reality (AR) technology 

aimed to visualize traditional houses [11]. Meanwhile, another study used AR as learning 

media for Papua cultures based on a website. Specifically, the researcher developed a 

website for children showing the art and culture of the province of Papua[12]. 

The problems above motivates us to involves information technology. 

Information technology plays an important role in people’s lives. It’s enables everything, 

including learning media. One information technology support to solve the problems 

above is the multimedia system. Therefore, this research proposes to develop a 

multimedia-based system that contains information about the wedding ceremony rituals 

of the Batak Toba. Finally, the output of this research is an information technology that 

present information or knowledge about traditional rituals of Batak Toba wedding.   

 

2 Research Methodology 

The objective of this research is to develop a computer system based on a 

multimedia approach to help anybody learn about the traditional rituals of the Batak 

Toba wedding. The systems contain information about the process, attributes, symbols, 

and techniques of the Batak Toba wedding from scientific literature and from experts 

related to traditional rituals. Researchers collect information from experts through several 

Batak communities/organizations in Indonesia. The data collection process was done 

directly through interviews with community representatives who are experts on 

traditional Batak wedding processions and direct observation of several traditional 

wedding events. 

Research activities are carried out in sequence, including problem identification, 

literature study, problem formulation, data and information collection, and the system 

development stage using the multimedia development life cycle (MDLC) method, and 

conclude. 

The multimedia development life cycle (MDLC) method was used for system 

development. In addition, observation and interviews were conducted to collect the 

required data. Subsequently, the research team used the black box method to evaluate the 

system. Multimedia is defined as a collection or combination of different types of media. 
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Moreover, multimedia involves only the sense of sight and hearing. However, this 

definition has continuously changed and developed. Other researchers stated that 

multimedia is a computer-based system for interactive communication capable of 

creating, storing, presenting, and accessing text, graphics, animation, image, and video 

information [13]. Therefore, if one of these components is absent in a system, the system 

cannot be interpreted as multimedia Numerous system development methods exist. 

However, not all can be applied to create multimedia systems. An approach that can be 

used for multimedia systems is Luther’s method. Luther’s approach consists of six stages: 

concept, design, material collection, development, testing, and distribution [14].  

 

 

Figure 1. Multimedia Development Life Cycle Research Flow 

 

Concept denotes the process of determining research objectives, user candidates, 

and the type of system required. Meanwhile, the design aims to arrange the system 

specifications, user interfaces, system architecture, and materials needed for the system. 

The material collection involves the accumulation of the necessary data. Generally, this 

stage is carried out in parallel with assembly. Assembly denotes developing the 

multimedia system, which involves all the related objects. A system is developed based 

on the design results and the collected materials. When the system is ready, it is tested 

using a system evaluation approach. This step involves the detection of bugs in the 
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system. Finally, the system can be installed on a computer when all the bugs are detected. 

Thus, a user can utilize the system continuously. Figure 1 presents all steps in MDLC. 

 

3 Results and Discussions 

The output of this research is a multimedia learning system that can help users learn 

about traditional rituals of Batak Toba wedding. The system was developed using the 

MDLC method and contains all the processes or attributes involved in the Batak Toba 

wedding ceremony. Result from each step of the MDLC method are discussed below. 

a. Concept 

The observation and interview results show that the objective of the system is to help 

users understand Batak Toba wedding rituals. Thus, the users of the system are the 

public, especially parents planning to celebrate their children’s wedding. To meet 

this need, the application is developed based on interactive multimedia. All data 

regarding traditional marriages' processes, attributes, and symbols come from 

interviews with experts, observations with Batak organizations/communities, and 

participation in several traditional wedding events. 

b. Design 

The outputs of this step are a use-case diagram, storyboard, navigation structure, and 

system user interface. A use-case diagram is a type of unified modeling language 

(UML) diagram. UML is graphical notation for system developments. UML 

comprises numerous diagrams with different functions such as use case diagram, 

activity diagram, and others [15][16]. The use-case diagram describes the interaction 

between a user (named actor) and a system. It’s describe how a system works. [17]. 

Figure 2 is the use case diagram for the system proposed. 
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Figure 2. Usecase Diagram Multimedia Proposed System 

 

Besides the use case diagram, the design step generates the navigation structure. It serves 

as a guide for operating the system, specifically where it starts and finishes. Figure 3 

shows the navigation structure of the proposed system. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Navigation Structure 

 

The following design is a storyboard. A storyboard can help convey a story quickly. 

Storyboards are widely used for making short films. However, storyboards can also be 

used in the system development life cycle (SDLC). In the SDLC, storyboards are used for 
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multimedia-based systems [18][19]. Table 1 presents the story board design for the 

proposed system. 

 

Table  1. Storyboard of System Proposed 
Scene Board Story 
1  

 
 
 
 
 
 

This scene will show the main menu of the 
system 

2  
 
 
 
 
 
 
 
 

This scene will present explanations for the 
functions of buttons in each menu  

3  
 
 
 
 
 
 

This scene will present the process of each stage 
of the traditional Batak Toba wedding. All 
scenes involve multimedia attributes: images, 
animation, audio, and videos. 

 

Last design is a user interface. It is a mockup design to help system developers build 

a system easily, as it provides access to actual descriptions of a system before 

development. The navigation structure design is clarified by the graphic user interface. 

The user interface of the proposed system starts on the menu of the main page. 

Subsequently, the start menu contains the three stages representing the main ritual. 

Finally, the detailed menu shows the processes of the Batak Toba wedding ceremony. 

This user interface design is simple to meet user requirements. All the processes include 

several images, audio, and animation. 

Traditional Batak Toba 
Wedding Ceremony 
Multimedia-based 

System  

Navigation Menu 

 
Exit 

Function of 
the “Exit” 
Button  

Cancel 
Function of 
the 
“Cancel” 
Button  
 

Traditional Wedding 
Process 

 

Pre-wedding stage 

Wedding stage 

Post-wedding stage 
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c. Material Collection 

In this stage, the materials collected for the system are information or knowledge 

about the Batak Toba ceremony and supporting images relevant to the system, 

including animation and audio related to the wedding rituals. The system 

requirements obtained from observations and interviews are presented below. 

- The system should be easy to use and have navigation symbols for users. 

- The system should include text, images, audio, animation, and videos. Such 

media will help users understand the system easily. 

- Supporting attributes should be relevant to the Batak Toba traditional 

wedding ceremony. In other words, all the materials should represent the 

rituals. 

- Colors and symbols used should represent the actual colors and symbols 

used in traditional Batak Toba wedding rituals. Dominant colors of the 

Batak Toba ethnic group are red, blue, yellow, and black. All colors have 

different and distinct meanings. 

Based on the explanation above, the necessary materials include images, animation, 

videos, textual information, symbols, colors, and buttons related to traditional Batak 

Toba wedding rituals. Certain collected images depict a goldfish, meat, rings, and a 

Batak Toba wedding couple. Several animated elements, made by the research team, 

are included in the system. 

d. Assembly 

In this section, the system is developed using Macromedia Flash with an action script 

programming language. This system does not involve the database because all of data 

just for displaying or no relation among all data. According to all process also 

attributes, system presents all of that completely and exactly. System displays 3 

(three) big menu/window/layout that’s describe 3 stage rituals of the wedding 

ceremony. Each window shows attributes through image, text, or video. Figure 4 is 

window for the first wedding stages (pre-wedding). 

 



International Journal of Applied Sciences and Smart Technologies 

Volume 5, Issue 2, pages 181-194 

p-ISSN 2655-8564, e-ISSN 2685-9432 

 

 
190 

 

  

 

Figure 4. Pre-Wedding Stages Menu  

 

Figure 4 explains the stages of pre-wedding. According to the previous explanation, 

the pre-wedding stage includes several stages, namely mangalua, marhusip, marhata 

sinamot, finally matonggoraja. At each stage, attributes are signs, such as rings to 

bind them, betel leaves during processions and other attributes. 

e. Testing  

The system is evaluated as a functional system using black box method. This method 

identifies and match system requirements with the features provided. The black box 

method is focuses on identifying whether a program meets the requirements 

mentioned in the specification. To test this evaluation approach, units or models in a 

system are executed and observed to determine whether the results correspond to the 

business process. If certain units or features generate unsuitable outputs, a second test, 

namely, the white box test, is employed [20][21]. Table 1 presents the evaluation 

results of the system using the black box method. 

 

Table 2. Black Box Methodology Results 

Menu  Information Displayed Information Will be 
Displayed 

Result 

Main 
Menu 

• System Title • Image as which represents 
Batak Toba Wedding 
Ceremony 

• System Title • Image for Main Menu  • Navigation Button 
 

Matching 
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• “NEXT”  and “CANCEL” 
Button 
 

Start 
Menu 

• Menu contained three stages 
of Batak Toba Wedding 
Ceremony • Multimedia supporting 
attribute relate to the topic  • Navigation Button 
 

• 3 Stage of Batak Toba 
Wedding Ceremony • Navigation Button • Multimedia supporting 
Attribute  

Matching 

Navigati
on Menu 

• A guidance to operate the 
system • Explanation about all the 
button in navigation menu 
 

• A menu contain 
explanation how to 
operate the system. • Explanation about the 
button function. 

Matching 

Pre 
Wedding 
Processio
n Menu 

• All procession detail in pre 
wedding stage • All supporting attribute 
used (image, audio, video, 
etc) • Navigation button 
 

• Show all detail 
procession for pre 
wedding stage • All menu equipped with 
easy navigation button. • All menu equipped with 
multimedia attribute 
relates to the topic. 

Matching 

Wedding 
Processio
n Menu 

• All procession in wedding 
ceremony,  • Supporting attribute based 
on multimedia (image, 
audio, video, etc) • Navigation button 

• Show all details process 
in wedding procession  • Each menu equipped 
with easy navigation 
button. • Each menu is equipped 
with multimedia 
supporting attribute 
relates to the stages 
 

Matching 

Post 
Wedding 
Menu 
Processio
n 

• All procession in Post 
wedding  • Multimedia Supporting 
Atrribute • Navigation button 

• Show all detailsprocess 
in post wedding stage • Each menu equipped 
with easy naviagation 
menu • Each menu equipped 
with multimedia 
supporting attribute  

Matching 
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4 Conclusions 

In summary, based on the research output, multimedia components, such as 

images, audio, videos, and animation, can help make learning materials easy to 

understand. Subjective testing through direct interviews with 30 respondents as system 

users showed that 27 people easier understood the content through a multimedia-based 

system. Moreover, they become interested in wanting to learn about their traditional 

culture. It means, multimedia components can help make a system interactive and 

interesting. Finally, multimedia learning system can be a solution to the problems faced 

such as the scarcity of experts, lack of user interest in learning, and very little amount of 

literature related to the problem domain raised. Future research should develop a mobile 

system to grant access to users anytime and anywhere. 

 

Acknowledgements 

Thank you for all team members such as our research partner (Batak Toba 

Community) and institution for funding the research. 

 

References 

 
[1] R. Asfina and R. Ovilia, Be Proud of Indonesian Cultural Heritage Richness and Be 

Alert of Its Preservation Efforts in the Global World, Humanus, 5(2) (2017) 195. 

[2] J. Hardori, J. Rajagukguk, P. Randy, N. Sinaga, and H. Ruben, Studi Teologi 

Kontekstual terhadap pemberian Ulos dalam pernikahan adat Batak, MATHEO J. 

Teol., 9(1) (2019) 39–56. 

[3] M. A. Lubis, Revitalisasi Nilai-Nilai Kearifan Lokal Masyarakat Hukum Adat 

Batak Toba Dalam Melindungi Eksistensi Danau Toba Di Mata Dunia (Kajian 

Hukum Progresif), J. Darma Agung, 27(3) (2020) 1234. 

[4] O. C. Nindyaputra, Identifikasi pola permukiman Tradisional Desa Meat, Toba, 

Pros. Semin. Nas. Desain dan Arsit., 2 (2019) 394–400. 



International Journal of Applied Sciences and Smart Technologies 

Volume 5, Issue 2, pages 181-194 

p-ISSN 2655-8564, e-ISSN 2685-9432 

 

 
193 

 

  

[5] Y. Octavianna, R. Sibarani, H. Situmorang, and N. H. Hasibuan, The impact of 

Marpaniaran ‘traditional dance of women’ of Toba Batak wedding ceremony for 

women’s physical and mental health, Gac. Sanit., 35 (2021) S537–S539. 

[6] W. Purboyo, Dalihan Na Tolu Sebagai Konsep Dasar Rancangan Jembatan Tano 

Ponggol (Studi Kelayakan Jembatan Tano Ponggol),Widyakala J. Pembang. Jaya 

Univ., 8(2) (2021) 78. 

[7] E. N. Butarbutar, Perlindungan Hukum terhadap Prinsip Dalihan Natolu sebagai 

Hak Konstitusional Masyarakat Adat Batak Toba, J. Konstitusi, 16(3) (2019) 488. 

[8] O. Situmorang and R. Sibarani, Tradisi Budaya Dan Kearifan Lokal Paulak Une 

Dan Maningkir Tangga Pada Pernikahan Batak Toba Di Desa Sigapiton Kecamatan 

Ajibata: Kajian Antropolinguistik, Kompetensi, 14 (2) (2021) 82–91. 

[9] S. S. D. I G. A. Agung, I. G. W. Sudatha, and A. I. W. L. Y. Sukmana, 

Pengembangan Multimedia Pembelajaran Interaktif Berorientasi Pendidikan 

Karakter Mata Pelajaran Bahasa Bali, J. Educ. Technol., 3(3) (2019) 190–195. 

[10] U. Maria, A. Rusilowati, W. Hardyanto, C. Tengah, and J. Tengah, Interactive 

Multimedia Development in The Learning Process of Indonesian Culture 

Introduction Theme for 5-6 Year Old Children Article Info, J. Prim. Educ., 8 (3) 

(2019) 344–353,  

[11] P. D. Silitonga, D. Gultom, and I. Sri Morina, Pengenalan Rumah Adat Sumatera 

Utara Menggunakan Augmented Rality Berbasis Android, J. ICT  Inf. Commun. 

Technol., 19(2) (2021) 82–86,  

[12] A. R. Dayat and L. Angriani, Perancangan Aplikasi Pengenalan Kebudayaan Khas 

Papua Berbasis Augmented Reality, JISKa, 5(1) (2020) 42–55. 

[13] D. Septian, Y. Fatman, S. Nur, U. Islam, and N. Bandung, Implementasi Mdlc 

(Multimedia Development Life Cycle) Dalam Pembuatan Multimedia 

Pembelajaran Kitab Safinah Sunda, J. Comput. Bisnis, 15(1) (2021) 15–24. 

[14] I. Y. Sumendap, V. Tulenan, S. Diane, and E. Paturusi, Pembuatan Animasi 3 

Dimensi Menggunakan Metode Multimedia Development Life Cycle (Studi Kasus : 

Tarian Dana Dana Daerah Gorontalo), J. Tek. Inform., 14(2) (2019) 227–234. 



International Journal of Applied Sciences and Smart Technologies 

Volume 5, Issue 2, pages 181-194 

p-ISSN 2655-8564, e-ISSN 2685-9432 

 

 
194 

 

  

[15] T. Ahmad, J. Iqbal, A. Ashraf, D. Truscan, and I. Porres, Model-based testing using 

UML activity diagrams: A systematic mapping study, Comput. Sci. Rev., 33 

(2019), 98–112. 

[16] A. Rajab et al., UCLAONT: Ontology-Based UML Class Models Verification 

Tool, Appl. Sci., 12(3) (2022) 1–17. 

[17] H. Koç, A. M. Erdoğan, Y. Barjakly, and S. Peker, UML Diagrams in Software 

Engineering Research: A Systematic Literature Review, MDPI, (2021) 13. 

[18] Y. Rasheed, F. Azam, M. W. Anwar, and H. Tufail, A model-driven approach for 

creating storyboards of web based user interfaces, ACM Int. Conf. Proceeding Ser., 

(2019) 169–173. 

[19] K. R. Chandu, E. Nyberg, and A. W. Black, Storyboarding of recipes: Grounded 

contextual generation, ACL 2019 - 57th Annu. Meet. Assoc. Comput. Linguist. 

Proc. Conf., (2020) 6040–6046.  

[20] D. Ateşoğulları and A. Mishra, White Box Test Tools: a Comparative View, Int. J. 

Inf. Technol. Secur. 3 (2019). 

[21] Z. A. K. Hamza and M. Hammad, Testing approaches for Web and mobile 

applications: An overview, Int. J. Comput. Digit. Syst., 90(4) (2020) 657–664. 

 



International Journal of Applied Sciences and Smart Technologies 

Volume 5, Issue 2, pages 195-212 

p-ISSN 2655-8564, e-ISSN 2685-9432 

This work is licensed under a Creative Commons Attribution 4.0 International License 

 
195 

 

  

 
Analysis of Blasting Geometry on Blasting 

Production Results at PT Semen Bosowa Maros 
 

Abdul Salam Munir1*, Nur Asmiani1, Nurliah Jafar1, Muhamad Hardin 
Wakila1, Jihan Fitri Ramdita Putri Gouw1 

 
1 Department of Mining Engineering, Faculty of Industrial Technology, Universitas 

Muslim Indonesia, Makassar, 90242, Indonesia 
*Corresponding Author: salammunir@umi.ac.id  

 

(Received 23-05-2023; Revised 13-06-2023; Accepted 22-06-2023) 
 

Abstract 

Limestone mining for cement plants uses a blasting method to break the material. Blasting 
production is considered successful when it can achieve production targets based on tonnage 
of uncovered rock, efficient use of explosives, grain size or rock fragmentation, and 
environmental impact. This research aims to analyze the blasting geometry on the 
production results at the research location by knowing the initial design, the actual blasting 
geometry, and the geometry recommendation using the C.J. Konya method. In addition, 
researchers also know the explosives used, the production results in the form of material 
fractionation using the Kuz-Ram method, and the tonnage of uncovered rocks. The initial 
design with a burden of 3.4 m, spacing of 3.4 m, hole depth of 5.9 m, and ANFO explosives 
per hole of 33 kg produced 147.31 tonnages. The actual geometry with a burden of 1.7 m, 
spacing of 3.5 m, hole depth of 6.0 m, and ANFO explosives per hole of 26.73 kg produced 
a 77.11 tonnage. The actual geometry resulted in a blasting production of 6,941 tonnes per 
day, which did not meet the company's production target of 10,639. The fragmentation 
calculation results obtained an average size in the field of 15.29 cm, which meets the 
required screening or sieve criteria of 0.80 - 1.00 m. The size of the fragments also follows 
the sieve calculation using the Kuz-Ram method, with a 100 cm sieve passing only 0.01 %. 
Based on this, the company is recommended to make geometry changes to achieve the 
production tonnage target that has been set. 
 
Keywords: blasting, geometry, fragmentation, tonnage 

 
 

1 Introduction 

In mining activities, blasting is one of the methods that can be used for material 

dismantling. Blasting production is considered successful when it can achieve production 

targets based on tonnage of uncovered rock [1], efficient use of explosives [2], grain size 

or rock fragmentation [3], and environmental impact [4]. Blasting activities aim to 

http://creativecommons.org/licenses/by/4.0/
mailto:salammunir@umi.ac.id
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destroy rocks to facilitate and facilitate the excavation process with an excavator. Blast 

planning in the form of blast geometry and the use of explosive quantity affect the blast 

result [5]. 

The results of explosions, called explosive eruptions, range from the smallest size, 

such as pebbles, to boulders. Chunks formed during the explosion are called oversize. To 

prevent the formation of chunks or to obtain a uniform size according to the needs of the 

crusher, it is necessary to adjust the geometry of the explosive to the rock fragmentation 

caused by the explosion [6] [7]. The production of rock fragmentation is a prerequisite 

for successful blasting, which requires the proper use of explosives to prepare to fire 

holes, handle explosives, load explosives, and assemble detonators [8].  

Increased production results must be done to meet the cement plant's needs. One 

of the things that can affect these results is the blasting activity itself. Therefore, an 

analysis of blasting geometry on blasting production results needs to be done to meet the 

increased blasting production target. Based on this, the author conducted this research to 

provide recommendations for increasing blasting yields to meet factory needs at PT 

Semen Bosowa Maros. 

 

2 Research Methodology 

a. Measurement of blasting geometry 

Data collection began with measuring the diameter of the blast hole resulting from 

drilling, the depth of the blast hole resulting from drilling, the burden, borehole spacing, 

and the amount of explosive charge in the blast hole by measuring with a rolling meter. 

Figures 1 and 2 show the blasting geometry and explosive charge measurements. 

  

Figure 1. Blasting geometry measurement 



International Journal of Applied Sciences and Smart Technologies 

Volume 5, Issue 2, pages 195-212 

p-ISSN 2655-8564, e-ISSN 2685-9432 

 

 
197 

 

  

  

Figure 2. Filling and measuring of explosive contents 

 

b. Explosive Identification 

Explosive data was obtained from company data and directly observed explosives 

processing at the explosives warehouse. Processing is mixing ammonium nitrate and fuel 

oil explosives into ANFO which will be used in blasting activities. Figure 3 shows the 

mixing of the explosives used. 

  

Figure 3. Mixing of the explosives used 

 

c. Measurement of blasting production output 

Blasting production data in mining activities was obtained from company data at 

the mine planning division of PT Semen Bosowa Maros. In addition, the author also 

directly observed the blasting results in the mining pit and the fragmentation of the 

blasting results at the mouth (hopper) of the crusher. Figure 4 shows the mining pit and 

crusher hopper. 
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Figure 4. Mining pit and crusher hopper 

 

d. Rock Sampling 

The last activity in the field was the collection of rock samples at the research site 

to identify the physical and mechanical properties of rocks associated with blasting 

activities. Rock samples are taken in the form of chunks that meet the test requirements 

using the tool shown in Figure 5 below. 

   

Figure 5. Sampling equipment and rock samples 

 

e. Preparation and Testing of Physical Properties and Mechanical Properties 

The samples obtained from the field were then brought to the laboratory for 

testing. The testing process begins with preparing the sample in advance according to the 

test requirements. Sample in the boulder form is first drilled using a drilling machine and 

cut according to the Geomechanics Laboratory of Universitas Muslim Indonesia 

provisions. Figure 6 shows the drilling and cutting of rock samples. 
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Figure 6. Drilling and cutting of rock sample 

 

Testing of physical and mechanical properties uses testing standards according to 

the International Rock Mechanics Society (IRMS). The prepared samples were then 

tested for physical properties by weighing the weight of natural samples, the weight of 

saturated samples, the weight of saturated samples suspended in water, and the weight of 

dry rock samples. After that, mechanical properties testing was carried out with the 

uniaxial compressive strength (UCS) test type to determine the compressive strength 

value of the rock. Figure 7 shows physical properties and mechanical properties testing 

(UCS). 

   

Figure 7. Physical properties and mechanical properties testing (UCS) 

 

The field and laboratory testing data are then processed and analyzed. The data 

processing includes blasting production calculation, rock fragmentation calculation using 

the Kuz-Ram method, and explosive usage recommendation and blasting geometry 

calculation using the C.J. Konya method. 
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3 Results and Discussions 

PT Semen Bosowa Maros uses an open pit mining system with a quarry mining 

method with the help of blasting to break the material before excavation or retrieval of 

mining material which is the raw material for the company's cement factory. The rock 

found at the research site is limestone with physical properties: average density of 2.16 

tonnes/m3, porosity of 4.12 %, and uniaxial compressive strength of 25.73 MPa. The 

rocks at the study site are categorized as soft rock according to the classification of rocks 

based on material strength, according to Bienieawski (1973) [9] and the International 

Society for Rock Mechanics (1981) [10]. 

3.1. Initial Blasting Design Parameters 

Every company that will use the blasting method in dismantling its mining material 

must conduct a study to obtain an initial design of the geometry and explosives that will 

be applied later by the Ministry of Energy and the Mineral Resources Republic of 

Indonesia Regulation No. 1827 K/30/MEM/2018 concerning Guidelines for the 

Implementation of Good Mining Engineering Principles [11]. The following are the 

parameters of the initial design of blasting activities at the research site. 

a) Blasting Geometry  

The design geometry is a geometry that PT Semen Bosowa Maros has calculated. The 

following Table 1 shows the results of the design geometry calculation: 

Table 1. Initial geometry of the blast design 

Geometry Parameters Geometry Values 

Diameter of blast hole (De) 4.5 Inch / 114.3 mm 

Burden (B) 3.4 meters 

Spacing (S) 3.4 meters 

Borehole depth (L) 6.2 meters 

Stemming (T) 2.2 meters 

Fill-in column (PC) 4.0 meters 

Bench height (H) 5.9 meters 

Subdrilling (J) 0.3 meters 

Specify gravity (SG) 0.81 tonnes/BCM 
Rock Density 2.16 tonnes/m3 
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b) The volume of Rock Blasted Per blast hole 

The blasting volume results from the blasting geometry of an open pit mine that 

generally applies bench blasting or bench blasting depending on the load, spacing, 

and height of the bench. The planned volume obtained is 147.32 tonnes in each hole. 

This value is derived from the three parameters above multiplied by the rock density 

of 2.16 tons/m3. 

c) Loading Density 

Loading density is the amount of explosive charge per meter length of the charge 

column that will be inserted into the blast hole. The design loading density value is 

8.25 kg/m. 

d) Number of Explosives 

The explosive design uses ammonium nitrate and fuel oil or ANFO, whose value is 

obtained by multiplying the loading density by the length of the filling column to 

obtain the number of blast holes per hole of 33.00 kg. 

e) Powder Factor 

The powder factor is one of the important parameters in blasting activities that shows 

the amount of material uncovered by a certain amount of explosives. The design 

powder factor is 0.18 kg/m3. 

 

3.2. Actual Blasting Parameters 

The design produced before the blasting activity becomes the reference in 

conducting the blasting activity. However, these parameters often differ from those 

applied [12] [13]. The following are the actual parameters of blasting activities the 

company applies at the research site. 

a) Blasting Geometry  

The actual geometry is the geometry applied by PT Semen Bosowa Maros. Table 2 

shows the company's actual geometry after drilling and inserting explosives. The 

following is the actual geometry applied: 
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Table 2. Actual geometry after blast hole drilling 

Geometry Parameters Geometry Values 

Diameter of blast hole (De) 4.5 Inch / 114.3 mm 

Burden (B) 1.7 meters 

Spacing (S) 3.5 meters 

Borehole depth (L) 6.0 meters 

Stemming (T) 2.4 meters 

Fill-in column (PC) 3.24 meters 

Bench height (H) 6.0 meters 

Subdrilling (J) 0.0 meters 

Specify gravity (SG) 0.81 tonnes/BCM 
Rock Density 2.16 tonnes/m3 

b) Volume of Rock Blasted Per blast hole 

The volume of blasting results from the blasting geometry in the open pit mine 

obtained based on the actual geometry applied by the company. The volume of rock is 

77.11 tonnes in each hole. The volume was obtained using a burden of 1.7 m and a 

distance of 3.5 m between blast holes. 

c) Loading density 

The loading density used in the actual blasting activity was the same as the initial 

design, with a value of 8.25 kg/m. 

d) Number of Explosives 

Similarly, the amount of explosive used in one hole is the same as the design value, 

which is 26.73 kg with an explosive fill length of 3.24 m. 

e) Powder Factor 

The powder factor is still the same as the 0.75 kg/m3 design parameter. 

f) Explosives 

Explosives have different characters, whether they are general or industrial explosives. 

Different types of explosives will produce different material explosions. The greater 

the explosive's energy, the greater the effect on the rock and surrounding area. PT 

Semen Bosowa Maros uses ANFO explosives. ANFO is an explosive that consists of 

a mixture of ammonium nitrate from PT Dahana and fuel oil in a 94.2 : 5,8% ratio. 

The average detonation speed for this explosive is 4170 m/sec. 
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These explosives are generally used in dry blast-hole conditions. However, suppose it 

rains and causes the blast hole to fill with water. In that case, the company removes 

the water from the blast hole with a pump, and then the ANFO explosives are put into 

linear plastic so that the explosives do not dissolve in water or wet blast hole walls, 

after which the blast hole is closed with stemming. 

3.3. Fragmentation of Blasted Material 

Rock fragmentation or grain size of the blasted rock is one of the most important 

factors in assessing the success of blasting activities expressed by the size of the material 

or rock following the standards or design of the company [14]. The success of blasting 

can increase the yield of the production target [15], increase productivity [16], reduce 

haulage costs [17] and reduce secondary blasting, which can lead to over-utilization of 

the cost [18]. The rock fragmentation size required by PT Semen Bosowa Maros is 0.80-

1.00 meters to meet the capability of the hopper crusher. Figure 8 shows rock 

Fractionation in the Hopper Crusher. 

 
Figure 8. Rock Fractionation in the Hopper Crusher 

Rock fragmentation in the field is calculated by first identifying rock conditions 

using the rock mass weighting method for blasting (Table 3). The following is the 

calculation of rock fragmentation using the Kuz-Ram method using actual blasting 

parameter data. 
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Table 3. The blastability index parameters for PT Semen Bosowa blasting  

Rock Mass Description (RMD) 
 

Blocky 20 
Joint Plane Spacing (JPS)  
Wide (spacing > 1 m) 50 
Joint Plane Orientation (JPO)  
Dip into face 40 
Specific Gravity Influence (SGI) 4 
Hardness (H) 3 

a) Rock Factor 

The factor that affects the rock factor value comes from the blast ability index, which 

shows the condition of the rock to be blasted. Previous researchers have calculated 

blast ability with rock mass description, which is blocky with a value of 20, joint plane 

spacing, which is wide with a value of 50, joint plane orientation, which is dip into the 

face with a value of 40, specific gravity influence worth four and hardness or hardness 

worth three [19]. This data shows the rock factor value of 6.42. 

b) Average Size of Rock Fragmentation 

The average rock fragmentation is obtained using the equation from Kuz-Ram, which 

is useful to determine the average size of the blasting results and becomes a 

determining factor in determining the geometry of the recommendation so that the rock 

can fit the size of the crusher hopper opening. The average size of the resulting rock 

fragmentation results from the volume of uncovered rock, the number of explosives in 

each hole drilled, and the relative weight strength of the explosives used, namely, 

ANFO. Based on this, the average fragmentation size in the field is 15.29 cm. 

c) Index of Uniformity (n) 

The uniformity index shows the distribution of similarity of grain size or fragmentation 

of blasting results based on blasting design parameters, including the standard 

deviation of drilling activities, especially the depth of the borehole. A small standard 

deviation value indicates minimal borehole non-uniformity [20]. The uniformity index 

of rock fragmentation at the study site is 1.81. This value is within the generally 

accepted range of values between 0.8 and 2.2. 
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d) Rock Size Characteristics 

Rock size characteristics are based on the average grain size, and uniformity index 

values show that the smaller these characteristics, the more uniform the blasted rock. 

The characteristic value of rock size at the research location is 18.72 cm.  

e) Fragmentation Size Distribution of Retained Rocks 

This distribution shows the rock size distribution on several sizes of sieving material, 

which is a means of assessing grain size after blasting activities. Each sieve has a 

different size. The distribution of rock size obtained will be smaller if the sieve used 

is larger. In this study, an increase in sieve size is used every 10 cm so that the 

percentage of material that does not pass on the sieve can be known. The following 

Table 4 is the fragmentation size distribution. 

Table 4. Distribution of fragmentation retained on the sieve 

Material Sieving Size 
(cm) 

Fragmentation Distribution 
(%) 

R 10 38,04 

R 20 14,47 

R 30 5,51 

R 40 2,09 

R 50 0,80 

R 60 0,30 

R 70 0,12 

R 80 0,04 

R 90 0,02 

R 100 0,01 

 
In calculating the percentage of material retained on the sieve, the results show that 

the material retained on the 10 cm size sieve is 38.04%, the 20 cm size sieve is 14.47%, 

the 30 cm size sieve is 5.51%, the 40 cm size sieve is 2.09%, the 50 cm size sieve is 

0.80%, the 60 cm size sieve is 0.30%, the 70 cm size sieve is 0.12%, the 80 cm size 

sieve is 0.04%, the 90 cm size sieve is 0.02%, and the 100 cm size sieve is 0.01%. 

f) Fragmentation Size Distribution of Unretained Rocks 
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The percentage of rock grain size distribution that passes or is not retained on each 

sieve must also be known. The method used to obtain the value of the material pass 

rate from the blasting process with various sizes on the sieve was used, namely the 

Kuz-Ram method. Although this method has shortcomings, it needs to consider several 

external factors in its calculations, such as delay time settings, free fields, and the 

potential presence of water in the blasting hole [19]. Table 5 below shows the 

distribution of unretained rock fragmentation. 

Table 5. Distribution of fragmentation not retained on the sieve 

Material Sieving Size 
(cm) 

Fragmentation Distribution 
(%) 

R 10 61,96 

R 20 85,53 

R 30 94,49 

R 40 97,91 

R 50 99,20 

R 60 99,70 

R 70 99,88 

R 80 99,96 

R 90 99,98 

R 100 99,99 

 
In calculating the percentage of material that passes on the sieve, the results show 

that the material that passes on the 10 cm size sieve is 61.96%, the 20 cm size sieve is 

85.53%, the 30 cm size sieve is 94.49%, the 40 cm size sieve is 97.91%, the 50 cm size 

sieve is 99.20%, the 60 cm size sieve is 99.70%, the 70 cm size sieve is 99.88%, the 80 

cm size sieve is 99.96%, the 90 cm size sieve is 99.98%, and the 100 cm size sieve is 

99.99%. 

PT Semen Bosowa Maros production target is 323,614 tonnes per month or 10,639 

tonnes per day. The realization obtained is 243,433 tonnes per month or 80.03 tonnes per 

day. This value is certainly quite far from the target set by the company. As a 

consideration, the blasting target can be adjusted to the blasting conditions and equipment 

capabilities used by the company. The blasting target can use an equation based on the 

burden, blast-hole spacing, and borehole depth parameters [21]. 
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Based on these calculations, the realistic targets that the company can use are the 

volume target per hole, which is 35.70 m3 /hole, the volume target per day, which is 3,213 

m3 /BCM or 6,941 tonnes/day, and the target per month, which is 208,203 tonnes/month. 

These results are quite different from PT Semen Bosowa Maros planning in 2021 of 

323,614 tonnes per month or 10,639 tonnes per day. This happens because the use of 

geometry obtained from the results of research data in the field needs to follow the 

planning that the company determines. This is enough to give insignificant results with 

planning, such as geometry and production targets that still need to be achieved. So it is 

an option for the company to change the geometry or reduce the production target. 

3.4. Recommended Blasting Parameters C.J. Konya Method 

Based on the above research results, companies can get the expected blasting results 

by changing the blasting geometry or reducing the production target. So the author 

provides recommendations for blasting parameters using the C.J. Konya method, as 

follows. 

a) Blasting Geometry  

Here is the recommended geometry: 

Table 6. Actual geometry after blast hole drilling 

Geometry Parameters Geometry Values 

Diameter of blast hole (De) 4.5 Inch / 114.3 mm 

Burden (B) 3.12 meters 

Spacing (S) 4.1 meters 

Borehole depth (L) 6.9 meters 

Stemming (T) 2.2 meters 

Fill-in column (PC) 4.7 meters 

Bench height (H) 6.0 meters 

Subdrilling (J) 0.9 meters 

Specify gravity (SG) 0.81 tonnes/BCM 
Rock Density 2.16 tonnes/m3 

 

Theoretical geometry calculations calculated using the equation with the provisions of 

C.J. Konya obtained results (Table 6), namely the diameter of the blast hole of 4.5 

inches or 114.3 mm, the burden of 3.12 meters, spacing of 4.1 meters, stemming of 2.2 
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meters, sub drilling of 0.9 meters, borehole depth of 6.9 meters, bench height of 6 

meters, length of the fill column of 4.7 meters, specify gravity or relative density of 

explosives of 0.81 tons/BCM, and rock density of 2.16 tons/m3. 

b) Volume of Rock Blasted Per blast hole 

The recommended geometry above gives a value for the volume of rock that can be 

blasted in each hole 166.320 tonnes. 

c) Loading density 

The recommended loading density remains the same at 8.25 kg/m.  

d) Number of Explosives 

Due to the change in geometry above, the number of explosives has also changed to 

match the change, which is 39 kg with an explosive fill length of 4.7 m. 

e) Powder Factor 

The change in the amount of explosives caused the powder factor to change to 0.51 

kg/m3. 

The actual geometry and recommended geometry significantly differ from the 

results of the company's design geometry planned by PT Semen Bosowa Maros. This 

significant difference occurs because the application of geometry is not as planned or 

determined by PT Semen Bosowa Maros, so the results are far from planned. This also 

affects the blasting fragmentation results and blasting production targets. 

The design geometry set by the company is a blast hole diameter of 4.5 inches or 

114.3 mm, a burden of 3.4 meters, a spacing of 3.4 meters, a borehole depth of 6.2 meters, 

stemming of 2.2 meters, a fill column length of 4 meters, a level height of 5.9 meters, and 

sub drilling of 0.3 meters. The blasting parameters of initial geometry are the relative 

density or specific gravity of explosives of 0.81 tonnes/BCM, rock density of 2.16 

tonnes/m3, loading density of each blast hole is 8.25 g/m, the amount of explosives in 

each hole is 33 kg, and the powder factor is 0.18 kg/m3. The initial geometry designs and 

blasting parameters produce the volume of blasted rock of 147.321 tonnes per blast hole. 

The actual geometry obtained from the results of field research, namely the 

diameter of the blast hole of 4.5 inches or 114.3 mm, a burden of 1.7 meters, a spacing of 

3.5 meters, a borehole depth of 6.0 meters, stemming of 2.4 meters, a fill column length 
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of 3.24 meters, a level height of 6.0 meters, and sub drilling of 0 meters. The blasting 

parameters of initial geometry are the relative density or specific gravity of explosives of 

0.81 tonnes/BCM, rock density of 2.16 tonnes/m3, loading density of each blast hole is 

8.25 g/m, the amount of explosives in each hole is 26.73 kg, and the powder factor is 0.75 

kg/m3. The actual geometry and blasting parameters produce the volume of blasted rock 

of 77.112 tonnes per blast hole. 

Blasting parameter recommendations obtained using the method of C.J. Konya 

obtained results, namely the diameter of the blast hole of 4.5 inches or 114.3 mm, a burden 

of 3.12 meters, a spacing of 4.1 meters, stemming of 2.2 meters, sub-drilling of 0.9 meters, 

a borehole depth of 6.9 meters, a level height of 6 meters, a fill column length of 4.7 

meters, specify gravity or relative density of explosives of 0.81 tonnes/BCM, rock density 

of 2.16 tonnes/m3, loading density for each blast hole is 8.25 kg/m, the amount of 

explosives per blast hole is 39 kg, and the powder factor obtained is 0.51 kg/m3. The 

geometry and blasting parameter recommendations produce the volume of blasted rock 

of 166.320 tonnes per blast hole. 

Based on these recommendations, blasting activities can produce 374,200 tons per 

month or 14,968.8 tons per day of limestone with an average number of blast holes of 90 

per day and blasting for 25 days per month. This is more than PT Semen Bosowa's 

blasting production target of 323,614 tons per month or 10,639 tons per day. Blasting 

activities do not affect the quality of the limestone produced because the limestone at PT 

Semen Bosowa has a large thickness so that blasting drilling can be controlled not to 

penetrate other types of rocks or pass through the limestone layer itself. 

 

4 Conclusions 

Based on the analysis of blasting geometry on blasting production results at PT 

Semen Bosowa Maros. The following are the conclusions obtained from the results. 

1. There are differences in parameters between the design and the actual, both in the 

amount of explosives and the actual geometry. This can prevent achieving the 

blasting production target set by the company. 
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2. The fragmentation produced in the blasting activity meets the set requirements of 

0.8-1.0 meters with almost 100% fragmentation results. 

3. The company is recommended to choose between changing the geometry and the 

number of explosives by changing the blasting production target. For example, 

the length of the fill column becomes 4.7 meters, the burden 3.12, the spacing 4.1, 

and the number of explosives 39 kg. 
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Abstract 

Quantum computers are an alternative way to create multipartite probabilities for a game 
as a function of participant’s inputs. In some situations, quantum gambling could be an 
improvement over the predictability of certain types of random number generators. 
However, NISQ computers require a protocol whose expected statistical gains (losses) can 
be confirmed empirically given the participants’ inputs. A zero-sum coin-tossing protocol 
with Nash equilibrium [1] is tested with a quantum computer where hypothetical players 
enter parameters, in their respective qubits, and are compensated 1 or R coin(s) after each 
outcome. In theory, independently of R, the protocol implies that there is no gain 
improvement for a player when the other maintains the equilibrium parameter; gain is zero 
or better for the player maintaining it. However, outcomes obtained with several setting 
combinations imply Nash equilibrium only when R is a small fraction. For R ب ͳ, given 
thousands of outcomes, there is Nash-like equilibrium such that a player may not improve 
gain significantly by changing the parameter if the other maintains it, that is, losses (gains) 
are considerably minimized with the parameter. The data suggests that gains (losses) would 
be expected statistical functions of the participants’ choices if two played in this manner. 

 
Keywords: NISQ computer, Nash equilibrium, coin-tossing game 

 
 

1 Introduction 

Given the availability of quantum computers through the cloud and their current 

development, there are tasks that are realizable with a few qubits, such as generating 

multipartite probabilities as a function of remote inputs. Such a task is the case in quantum 

gambling protocols [2],[3],[4]. A gambling protocol with a quantum computer provides 

essentially probabilistic outcomes as a function of the parameters entered by participants. 

Certainly, quantum gambling can be an alternative to other types of RNGs [5],[6],[7] 

needed to create multipartite probabilities, and perhaps be an improvement over the 

predictability of those other types in some situations [8],[9],[10],[11]. On the other hand, 

http://creativecommons.org/licenses/by/4.0/
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games with NISQ computers require evaluation from the participants. “Errors” in the 

output are expected [12]. External factors can influence outcomes significantly [13]. 

Theoretical probabilities do not inform the number of repetitions required to verify them. 

In this way, players must be able to confirm that the gains (losses) result significantly 

from expected probabilities defined by the player’s choices.  

      The protocol presented is a variant of two-player coin tossing quantum 

gambling [14],[15] with Nash equilibrium [1] adapted to a cloud IBM superconducting 

quantum computer [16] where each participant could operate on one qubit of a two-qubit 

entanglement. Such a protocol could be realized with actual remote players operating on 

two qubits. In the present version of the game, the input of both players is required, 

measurements of the qubits are not performed at the same time, as shown in Fig. 1, and 

there are Nash equilibrium parameters, selected independently by each player, for which 

there is zero average gain per game (which will be referred simply as “gain”), or it may 

be improved, for the one that maintains the corresponding parameter regardless of what 

the other does, that is, there is no gain improvement for a player if the other is maintaining 

it. As shown in Fig. 1, The protocol is as follows: player-q[0] “splits” |Ͳۧ௤[଴] into a 

superposition |�ۧ௤[଴] = cos ఈଶ |Ͳۧ௤[଴] + sin ఈଶ |ͳۧ௤[଴], concealing parameter α. Then, 

Player-q[1] also “splits” qubit |Ͳۧ௤[ଵ] into two parts, also maintaining the parameter 

unknown to the other, creating |�ۧ௤[ଵ] = cos ఉଶ |Ͳۧ௤[ଵ] + sin ఉଶ |ͳۧ௤[ଵ], but only with |ͳۧ௤[଴], which means that both form  

 cos ߙʹ |Ͳۧ௤[଴] ⊗|Ͳۧ௤[ଵ] + ሺsin ߙʹ |ͳۧ௤[଴]) ⊗ (cos ߚʹ |Ͳۧ௤[ଵ] + sin |ߚʹ ͳۧ௤[ଵ]), (1) 

and the first measurement is on �[ͳ]. The rules for the game are as follow:  

1) If the outcome is |ͳۧ௤[ଵ], then player-q[1] receives one coin,  

2) if not, the state of �[Ͳ] is projected on a verification state |�+ሺߛሻۧ where ߛ is always 

decided by the two players before starting the game. If the state is verified, then player-

q[0] receives R coin(s) (� > Ͳ); otherwise, player-q[1] receives them. 
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Quantum Computer game protocol 

 

Figure 1. First, the parameter for ߙ is entered on q[0] by one player; then the other 
enters ߚ on q[1]. Both parameters lead to y-rotations. An entanglement is formed in 
such a way that the tensor product of |Ͳۧ௤[଴] and  |Ͳۧ௤[ଵ] form a state, or |ͳۧ௤[଴] and 
the state of q[1] after its rotation. The player of q[1] gets one coin if it is |ͳۧ௤[ଵ]; 
otherwise, another y-rotation is applied on q[0] which is now |�௥ۧ௤[଴]. The operation 
is equivalent to projecting |�௥ۧ௤[଴] onۦ  �+ሺߛሻ| orۦ  �−ሺߛሻ|. The former gives |Ͳۧ௤[଴], 
resulting in R coin(s) for the player of q[0]; the latter gives |ͳۧ௤[଴] which means that 
q[1] receives the R coin(s). 
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Table 1. All possible ways to earn coins for � > Ͳ  within the range shown. Notice that 
if the player of q[0] selects ߙ = Ͳ, the average loss per game is minimized (to 
zero) for player-q[0] (and player-q[1]) no matter what the other player selects; 
the same is true for the player of q[1] when ߚ = � with the additional possibility 
of earning coins if ߙ ≠ Ͳ. There is no gain improvement for one player when 
the other sets the corresponding equilibrium parameter. In this way,  ߙ = Ͳ,  ߚ ߛ ,�= = �/ʹ, is a Nash equilibrium point in the given range. Because it is a zero-
sum game, the equivalent table for the player of q[0] is the negative of each of 
the gains (losses) for the player of q[1]. 

 

 

In general, both players could follow different strategies to increase the likelihood 

of earning as many coins as possible, not knowing each other’s specific settings. The 

strategy for player-q[0] is not only to diminish the likelihood of |ͳۧ௤[଴], (to make sure the 

other does not get one coin) but also not to create a state that cannot be verified. For 

player-q[1], the goal is to “split” the state �[ͳ] enough to increase the likelihood of  |ͳۧ௤[ଵ], but not so much that it allows the other player to verify the remaining state of �[Ͳ] 
if |ͳۧ௤[ଵ] does not take place. On the other hand, there is Nash equilibrium when ߛ =�ଶ  , ߙ = Ͳ, ߚ = �, within the range shown in Table 1. If player-q[0] changes ߙ′, either 

positively or negatively, there is gain for player-q[1] if ߚ = �. If player-q[0] does not 

change the parameter, but the other does, the game remains zero-gains for both players. 

Thus, there is no gain improvement for the player that changes the parameter if the other 

does not. 

Table for the average gains per game for the player of q[1]. 
 � > ૙, ࢽ = �/૛ 

   q[1]   
  �૛ ൑ ࢼ < ࢼ � = � ૜�૛ ൒ ࢼ > � 

 − �૛ ൑ ࢻ < ૙ Depends on  �, ,ߙ ߚ q[1] earns Depends on �, ,ߙ  ߚ

q[0] ࢻ = ૙ zero zero zero 

 �૛ ൒ ࢻ > ૙ Depends on  �, ,ߙ ߚ q[1] earns Depends on  �, ,ߙ  ߚ
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Figure 2. The upper circuit was used for ߙ ൒ Ͳ; the one below for ߙ < Ͳ; in this way, 
only |ߙ| was used given that �̂�̂�ሺ|ߙ|ሻ|Ͳۧ = �̂�ሺ−|ߙ|ሻ|Ͳۧ. The circuits were 
implemented in the IBM quantum computer “Oslo”. For all the data, ߛ =�/ʹ. 

 

It is important to mention that no actual remote players were used to gather data; 

however, all data was acquired with an IBM superconducting quantum computer in the 

cloud. The circuit for the protocol is shown in fig. 2. Each program run determines the 

hypothetical player that earns coins in one “shot”; however, also thousands of continuous 

“shots” were obtained in one program run, repeated three times, to calculate the average 

and standard deviation. 

The results coincide with the theoretical Nash equilibrium for Ͳ < � ا ͳ, and 

with the theoretical maximum gains (losses) when � ب ͳ, after thousands of outcomes 

with a specific set of discrete parameters within the range of Table 1. Nevertheless, based 

on additional results, such a Nash equilibrium probably could also be confirmed with at 

least 20 repetitions of each setting, also letting � be a small fraction of a coin.  For � ߙ ͳ, given thousands of outcomes, the data suggests that if a player maintainsب = Ͳ or ߚ =
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�, when the other does not, that player considerably minimizes loss, that is, a player 

cannot guarantee significant gain improvement by changing the parameter when the other 

does not, implying Nash-like equilibrium. In this manner, all the data implies that the 

gains (losses) that would result from the implementation of the protocol in the NISQ 

device with two remote players, with the specific set of discrete parameters, would be 

considerably expected functions of those parameters decided by the players. 

      The protocol presented differs from the cryptographic goal of common 

quantum coin-flipping protocols presented in the literature [17]. Originally, quantum 

coin-tossing was conceived as a solution to a “telephone” coin-toss with distrustful parties 

[18]. Sharing quantum information back and forth between the parties is a solution to the 

quandary and there have been demonstrations of such [19]. In contrast, the protocol 

presented in this paper requires a trustful connection to a quantum computer if two played 

in the cloud. Our protocol is a different paradigm that suggests to use the quantum 

computer as a true source of entropy as an alternate to other forms of generating 

multipartite probabilities rather than a secure cryptographic exchange between two 

parties, although a known cryptographic protocol is being tested. 

 

2 Research Methodology 

To initiate a game, two players decide �, such that � > Ͳ, and impose a rotation 

parameter to define a verification state; then, they make concealed y-rotations on their 

respective qubits and perform measurements to determine the one that earns coins. The 

matrix representation for the y-rotation is,  

�̂��[0]ሺߛሻ = ቌcos ቀʹߛቁ −sin ቀ�ʹቁsin ቀʹߛቁ cos ቀʹߛቁ ቍ, (2) 

which can be written, �̂��[0]ሺ−ߛሻ = |Ͳۧ௤[଴]⟨�+ሺߛሻ|௤[଴] + |ͳ⟩௤[଴]ۦ�−ሺߛሻ|௤[଴] (3) 

such that  

in the z-basis {|Ͳۧ , |ͳۧ}, and  

|ሻߛሺ+�ۦ  = cos ቀʹߛቁ Ͳ|௤[଴]ۦ + sin ቀʹߛቁ  ͳ|௤[଴] (4)ۦ
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|ሻߛሺ−�ۦ  = −sin ቀʹߛቁ Ͳ|௤[଴]ۦ + cos ቀʹߛቁ  ͳ|௤[଴];  (5)ۦ

both eq. (4) and (5) will be projected on the state of �[Ͳ] so that its measurement reveals 

whether it ends up in ۦ�+ሺߛሻ| (verification state) orۦ �−ሺߛሻ| (non-verification state). 

However, before such a projection, Player-q[0] performs a y-rotation of |Ͳۧ௤[଴] with angle ߙ, resulting in |�ሺߙሻۧ௤[଴]  = cos ሺఈଶሻ|Ͳۧ௤[଴] + sin ሺఈଶሻ|ͳۧ௤[଴] which is allowed to interact 

with |�ሺߚሻۧ௤[ଵ]  = cos ሺఉଶሻ|Ͳۧ௤[ଵ] + sin ሺఉଶሻ|ͳۧ௤[ଵ] where player-q[1] decides ߚ after 

player-q[0]. The entanglement that results from their interaction is |�ۧ  =  cos ቀʹߙቁ |Ͳۧ௤[଴] ⊗ |Ͳۧ௤[ଵ] + sin ቀʹߙቁ cos (ߚʹ) |ͳۧ௤[଴] ⊗ |Ͳۧ௤[ଵ]+ sin ቀʹߙቁ sin (ߚʹ) |ͳۧ௤[଴] ⊗ |ͳۧ௤[ଵ]. (6) 

Now, if the measurement on �[ͳ] indicates |ͳۧ௤[ଵ] then Player-q[1] earns one coin 

(Player-q[0] loses one). In case �[ͳ] is |Ͳۧ௤[ଵ], the state of q[0] that remains from eq. (6), 

that is |�௥ۧ௤[଴] such that  |�௥ۧ௤[଴] = � ⋅ [cos ቀʹߙቁ |Ͳۧ௤[଴] + sin ቀʹߙቁ cos (ߚʹ) |ͳۧ௤[଴]] (7) 

 where 

� = √ ͳ(cos ቀఈଶቁ)ଶ + (sin ቀఈଶቁ)ଶ (cos ቀఉଶቁ)ଶ  , 
8) 

is projected on the verification (non-verification) state: if |�௥ۧ௤[଴] ends up inۦ �+ሺߛሻ|  
then Player-q[0] earns R coin(s) (Player-q[1] loses R coin(s)); otherwise, Player-q[1] 

earns them (Player-q[0] loses R coin(s)). Thus, the goal for Player-q[0] is not only that |�ሺߙሻۧ௤[଴] increases the likelihood that   |�௥ۧ௤[଴] will be verified, but also that |ͳۧ௤[଴] is 

unlikely. Player-q[1] must make |�ሺߚሻۧ௤[ଵ] such that the one coin can be earned, but not 

that |�௥ۧ௤[଴] can be verified. Both will try to pick values that will minimize the gain of 

the opponent.  

      As stated in the previous section, ߛ′ = �ଶ  , ′ߙ = Ͳ, ′ߚ = � is a Nash equilibrium 

point. If �௤[ଵ] and �௤[଴] are the average gain (or loss) per round of the game for Player-

q[1] and Player-q[0] respectively, then  
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�௤[ଵ] = −�௤[଴]; (9) 

thus, calculating the optimal gain for one of the players implies necessarily the loss for 

the other. In particular, �௤[ଵ] = �ଵ + �ሺ�ଶ − �ଷሻ (10) 

where �ଵ is the probability that �[ͳ] is in state |ͳۧ௤[ଵ], �ଶ the probability that |�௥ۧ௤[଴] is 

not verified, and �ଷ that it is verified. Eq. (9) can be used to write the expression for �௤[଴]. 
The probabilities satisfy the condition  �ଵ + �ଶ + �ଷ = ͳ. (11) 

Consequently, if �[ͳ] is not in state |ͳۧ௤[ଵ] there is the possibility that |�௥ۧ௤[଴] will be 

verified, or not, such that  �ଷ = ሺͳ − �ଵሻ ·  ଶ   (12)(௥ۧ௤[଴]�|+�ۦ)
or �ଶ = ሺͳ − �ଵሻ ·  ଶ. (13)(௥ۧ௤[଴]�|−�ۦ)

From eq. (10), (11), (12), and (13) follows that  �௤[ଵ] = �ଵ + �ሺͳ − �ଵሻ [ͳ −  ଶ]. (14)(௥ۧ௤[଴]�|+�ۦ)ʹ

Explicitly using eq. (4), (7) and (8),  �௤[ଵ]ሺߙ, ,ߚ ሻߛ = ቀsin ቀʹߙቁቁଶ (sin ଶ((ߚʹ)
+ � [ͳ − ቀsin ቀʹߙቁቁଶ (sin [ଶ((ߚʹ)
⋅  {ͳ − ʹ ቀcos ఊଶ  cos ఈଶ + sin ఊଶ  sin ఈଶ  cos ఉଶ ቁଶ

ቀcos ఈଶቁଶ + ቀsin ቀఈଶቁቁଶ ቀcos ቀఉଶቁቁଶ  }. 
(15) 

for 

’ߙ  = Ͳ, ′ߚ = �, ′ߛ = �ଶ , (16) 

follows that �௤[ଵ]ሺߙ’, ,′ߚ ሻ′ߛ = Ͳ; changing either ߙ or ߚ in eq. (15) while the other player 

maintains either ߚ′ or ߙ’ does not improve the average gain per game for any player, as 

illustrated in Fig. 3 (consistent with Table 1), when − �ଶ ൑ ߙ ൑ �ଶ or 
�ଶ ൑ ߚ ൑ ଷ�ଶ . 

Independently of �, ሺߙ’, ,′ߚ   .ሻ is a Nash equilibrium point within the range of Fig. 3′ߛ

Now, to assess the quantum computer, data was obtained from “Oslo” with two 

types of specific choices for each qubit using the circuit shown in Fig. 2. In the type-�/͵ 
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games, the choices for the hypothetical player operating �[Ͳ] are {�ଷ , Ͳ, − �ଷ}ఈ, and {ଶ�ଷ , �, ସ�ଷ }ఉ for q[1]; for the type-�/2 games, {�ଶ , Ͳ, − �ଶ}ఈ and {�ଶ , �, ଷ�ଶ }ఉ respectively. 

The upper qubit in Fig. 2 is q[0], the one below is q[1]. The parameter for the verification 

was ߛ = �ଶ (on the right of fig. 2). One “shot” was obtained for each setting combination, 

but the process was repeated twenty times. The possible output after each repetition was |ͳۧ௤[଴] ⊗ |ͳۧ௤[ଵ], |ͳۧ௤[଴] ⊗ |Ͳۧ௤[ଵ] , or |Ͳۧ௤[଴] ⊗ |Ͳۧ௤[ଵ]; respectively, each outcome was 

used to calculate �ଵ, �ଶ, and �ଷ in eq. (10), that is, their frequencies divided by twenty. 

The results were compared to eq. (15). The probability for the “erroneous” state |Ͳۧ௤[଴] ⊗|ͳۧ௤[ଵ] was calculated. In addition, 1000 “shots” for each of the setting combinations were 

performed in one program run, repeated 3 times, to obtain an average and the standard 

deviation.  

 
Figure 3. An illustration of Nash equilibrium for � = ͵: if the player of q[0] moves 

through the equilibrium point ሺߙ = Ͳ, ߚ = �ሻ, that is, on the gray-plane and 
parallel to the ߙ-axis, then there is positive gain for the player of q[1]. Doing 
the same along the ߚ-axis, does not change the gain or loss for any of the 
players. Thus, it is a point where there is no improvement in gain for a player 
when the other keeps the equilibrium parameter constant. The four quadrants 
surrounding the equilibrium point show that, without knowing the parameter 
from the other, gains can be either positive or negative. 

 

3 Results and Discussions 

Table 2,3 and 4 below summarize all the results. The first two present the measured 

gains (losses) for the two types of games. The last one presents theoretical calculations 

and the “erroneous” state probability. 
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Table 2. �௤[ଵ]ሺߙ, ,ߚ ሻߛ = �ଵ + �ሺ�ଶ − �ଷሻ, where �ଵ, �ଶ, and �ଷ are the average 
probabilities obtained from the circuit in fig. 2 with three repetitions of 1000 
“shots” each one. The standard deviations of each average were used to 
estimate the measurement errors. In this way, those thousands of  “shots” were 
obtained continuously in one program run rather than one in each program run 
as it would be in a game. 

 

 
 
 
 

The average of three program runs of 1000 shots in each one for  ࢽ′ = �/૛  (Type-
�૜ game)

ࢼ  = ૛�/૜ ࢼ = ࢼ � = ૝�/૜ 

ࢻ = − �૜ 

�௤[ଵ]ሺ− �͵ , ʹ�͵ , ሻ′ߛ = ሺͲ.͵͸ʹ ± Ͳ.Ͳʹ͹ሻሺ�ሻ+ ሺͲ.ͳ͹ͺ ± Ͳ.Ͳͳ͸ሻ 

�௤[ଵ]ሺ− �͵ , �, ሻ′ߛ = ሺ−Ͳ.Ͳͳͳ ± Ͳ.Ͳʹ͹ሻሺ�ሻ+ ሺͲ.ʹͳͷ ± Ͳ.ͲͲ͹ ሻ 

�௤[ଵ]ሺ− �͵ , Ͷ�͵ , ሻ′ߛ = ሺ−Ͳ.͵͹ͻ ± Ͳ.Ͳ͵͸ሻሺ�ሻ+ ሺͲ.ͳͺʹ± Ͳ.ͲͲͻሻ 

ࢻ = ૙ 

�௤[ଵ]ሺͲ, ʹ�͵ , ሻ′ߛ = ሺͲ.Ͳͳͳ ± Ͳ.ͲʹͲሻሺ�ሻ+ ሺͲ.Ͳͳͷ ± Ͳ.ͲͲͶሻ 

�௤[ଵ]ሺͲ, �, ሻ′ߛ = ሺ−Ͳ.Ͳʹͳ ± Ͳ.ͲʹͲሻሺ�ሻ+ ሺͲ.Ͳʹ͵ ± Ͳ.ͲͲͳ ሻ 

�௤[ଵ]ሺͲ, Ͷ�͵ , ሻ′ߛ = ሺ−Ͳ.ͲͶͻ ± Ͳ.Ͳ͵ͻሻሺ�ሻ+ ሺͲ.ͲͳͶ± Ͳ.ͲͲͶሻ 

ࢻ = �૜ 

�௤[ଵ]ሺ�͵ , ʹ�͵ , ሻ′ߛ = ሺ−Ͳ.͵ͻʹ ± Ͳ.Ͳ͵ͳሻሺ�ሻ+ ሺͲ.ͳ͸ͷ ± Ͳ.ͲͲͺሻ 

�௤[ଵ]ሺ�͵ , �, ሻ′ߛ = ሺ−Ͳ.Ͳʹ͸ ± Ͳ.Ͳʹͳሻሺ�ሻ+ ሺͲ.ʹͶͳ ± Ͳ.Ͳʹͳ ሻ 

�௤[ଵ]ሺ�͵ , Ͷ�͵ , ሻ′ߛ = ሺͲ.͵Ͳ͹ ± Ͳ.Ͳͳ͸ሻሺ�ሻ + ሺͲ.ͳͻͳ± Ͳ.ͲͲʹሻ 

 

The average of three program runs of 1000 “shots” in each one for  ࢽ′ = �૛ ሺType-
�૛ game) 

ࢼ  = �/૛ ࢼ = ࢼ � = ૜�/2 

ࢻ = − �૛  

�௤[ଵ]ሺ− �ʹ , �ʹ , ሻ′ߛ = ሺͲ.ͷͺͺ ± Ͳ.Ͳͳ͹ሻሺ�ሻ+ ሺͲ.ʹ͵ͺ ± Ͳ.Ͳͳ͵ሻ �௤[ଵ]ሺ− �ʹ , �, ሻ′ߛ = ሺ−Ͳ.Ͳͳʹ ± Ͳ.ͲͳͶሻሺ�ሻ+ ሺͲ.Ͷ͸ͻ± Ͳ.ͲͳͶሻ 
�௤[ଵ]ሺ− �ʹ , ͵�ʹ , ሻ′ߛ = ሺ−Ͳ.͸ʹ͹ ± Ͳ.Ͳͳͷሻሺ�ሻ+ ሺͲ.ʹ͵ͻ ± Ͳ.ͲͲͺሻ 

ࢻ = ૙ 
�௤[ଵ]ሺͲ, �ʹ , ሻ′ߛ = ሺ−Ͳ.Ͳ͵ͷ ± Ͳ.Ͳͳͻሻሺ�ሻ+ ሺͲ.Ͳͳͷ ± Ͳ.ͲͲʹሻ 

�௤[ଵ]ሺͲ, �, ሻ′ߛ = ሺ−Ͳ.Ͳʹͳ ± Ͳ.ͲʹͲሻሺ�ሻ+ ሺͲ.Ͳʹ͵± Ͳ.ͲͲͳሻ 
�௤[ଵ]ሺͲ, ͵�ʹ , ሻ′ߛ = ሺ−Ͳ.Ͳ͸͵ ± Ͳ.Ͳʹͷሻሺ�ሻ+ ሺͲ.Ͳͳʹ ± Ͳ.ͲͲ͵ሻ 

ࢻ = �૛ 

�௤[ଵ]ሺ�ʹ , �ʹ , ሻ′ߛ = ሺ−Ͳ.͸͸͵ ± Ͳ.ͲʹͲሻሺ�ሻ+ ሺͲ.ʹʹͲ ± Ͳ.ͲͳͲሻ �௤[ଵ]ሺ�ʹ , �, ሻ′ߛ = ሺ−Ͳ.Ͳ͵ʹ ± Ͳ.Ͳʹ͸ሻሺ�ሻ+ ሺͲ.Ͷ͸Ͳ± Ͳ.ͲͲ͸ሻ 
�௤[ଵ]ሺ�ʹ , ͵�ʹ , ሻ′ߛ = ሺͲ.ͷͺͻ ± Ͳ.Ͳͳͳሻሺ�ሻ+ ሺͲ.ʹͶͷ ± Ͳ.ͲͲͺሻ 
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Table 3. �௤[ଵ]ሺߙ, ,ߚ ሻߛ = �ଵ + �ሺ�ଶ − �ଷሻ, where �ଵ, �ଶ, and �ଷ are respectively the 
frequencies of |ͳۧ௤[଴] ⊗ |ͳۧ௤[ଵ], |ͳۧ௤[଴] ⊗ |Ͳۧ௤[ଵ], and |Ͳۧ௤[଴] ⊗ |Ͳۧ௤[ଵ] 
divided by 20. Data was obtained from the circuit in fig. 2 with one “shot” for 
each run of the program but repeated 20 times. This is how the outcomes for 
an actual game are obtained. 

 

 

��[૚] for 20 program runs of one “shot” in each one for ࢽ′ = �૛(Type-
�૜ game) 

    
ࢼ  = ૛�/૜ ࢼ = ࢼ � = ૝�/૜ 

ࢻ = − �૜  

�௤[ଵ]ሺ− �͵ , ʹ�͵ , ሻ= Ͳ.Ͷሺ�ሻ′ߛ + Ͳ.ͳͷ 

�௤[ଵ]ሺ− �͵ , �, ሻ′ߛ = −Ͳ.ͳሺ�ሻ + Ͳ.Ͷ 

�௤[ଵ]ሺ− �͵ , Ͷ�͵ , ሻ′ߛ = −Ͳ.Ͷͷሺ�ሻ + Ͳ.ͷ 

ࢻ = ૙ 
�௤[ଵ]ሺͲ, ʹ�͵ , ሻ′ߛ = −Ͳ.ͳሺ�ሻ 

�௤[ଵ]ሺͲ, �, ሻ′ߛ = Ͳ.Ͳͷሺ�ሻ + Ͳ.Ͳͷ 

�௤[ଵ]ሺͲ, Ͷ�͵ , ሻ′ߛ = Ͳ 

ࢻ = �૜ 
�௤[ଵ]ሺ�͵ , ʹ�͵ , ሻ′ߛ = −Ͳ.Ͷͷሺ�ሻ + Ͳ.ʹͷ 

�௤[ଵ]ሺ�͵ , �, ሻ′ߛ = Ͳ.ʹͷ 

�௤[ଵ]ሺ�͵ , Ͷ�͵ , ሻ′ߛ = −Ͳ.ͳͲሺ�ሻ + Ͳ.ʹͷ 

 

  (Type-
�૛ game)  

ࢼ  = �/૛ ࢼ = ࢼ � = ૜�/2 

ࢻ = − �૛  
�௤[ଵ]ሺ− �ʹ , �ʹ , ሻ′ߛ = Ͳ.͹ͷሺ�ሻ + Ͳ.ʹͷ 

�௤[ଵ]ሺ− �ʹ , �, ሻ′ߛ = Ͳ.͵Ͳ 

�௤[ଵ]ሺ− �ʹ , ͵�ʹ , ሻ′ߛ = −Ͳ.͸ͷሺ�ሻ + Ͳ.͵ 

ࢻ = ૙ 
�௤[ଵ]ሺͲ, �ʹ , ሻ′ߛ = −Ͳ.ͳሺ�ሻ 

�௤[ଵ]ሺͲ, �, ሻ′ߛ = Ͳ.Ͳͷሺ�ሻ + Ͳ.Ͳͷ 

�௤[ଵ]ሺͲ, ͵�ʹ , ሻ′ߛ = −Ͳ.ʹͷሺ�ሻ 

ࢻ = �૛ 
�௤[ଵ]ሺ�ʹ , �ʹ , ሻ′ߛ = −Ͳ.͵ͷሺ�ሻ + Ͳ.͵ͷ 

�௤[ଵ]ሺ�ʹ , �, ሻ′ߛ = −Ͳ.ͳͷሺ�ሻ + Ͳ.ͶͲ 

�௤[ଵ]ሺ�ʹ , ͵�ʹ , ሻ′ߛ = Ͳ.Ͷͷሺ�ሻ + Ͳ.ʹͷ 

��[૚] for 20 program runs of one “shot” in each one for   ࢽ′ = �/૛ 
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Table 4. Measured average gain per game for the player-q[1] using the circuit in figure 
2, and also calculated using eq. (15). �௤[ଵ] = �ଵ + �ሺ�ଶ − �ଷሻ where �ଵ is the 
probability to obtain |ͳۧ௤[଴] ⊗ |ͳۧ௤[ଵ], �ଶ and �ଷ are those that correspond to |ͳۧ௤[଴] ⊗ |Ͳۧ௤[ଵ] and |Ͳۧ௤[଴] ⊗ |Ͳۧ௤[ଵ] respectively. Also, the probability of the 
“erroneous” state |Ͳۧ௤[଴] ⊗ |ͳۧ௤[ଵ] was calculated for the 20 program runs of one 
“shot” in each one (left column) and the average of 3 program runs of 1000 
“shots” in each one (right column). 

 

Measured ��[૚] vs. theoretical ��[૚] for ࢽ′ = �/૛ 

Type- �/૜     
Settings 

  ሺ�[Ͳ], �[ͳ]ሻ 
From “Oslo”, 20 
program runs of 

one “shot” in 
each one 
 �௤[ଵ] = 

Theoretical �௤[ଵ] = Prob. Of  |Ͳۧ௤[଴]⊗ |ͳۧ௤[ଵ] 
 

(Not 
used in 
Table 3) 

Prob. Of  |Ͳۧ௤[଴]⊗ |ͳۧ௤[ଵ] 
 

(Not used in 
Table 2) ሺ�/͵,ʹ�/͵ሻ −Ͳ.Ͷͷሺ�ሻ + .ʹͷ −Ͳ.Ͷ͵͵ͳሺ�ሻ + .ͳͺ͹ͷ 0.00 Ͳ.Ͳ͵ͺ ± Ͳ.ͲͲ͵ ሺ�/͵,Ͷ�/͵ሻ −Ͳ.ͳͲሺ�ሻ + .ʹͷ +Ͳ.Ͷ͵͵ͳሺ�ሻ + .ͳͺ͹ͷ 0.05 Ͳ.Ͳʹ͸ ± Ͳ.ͲͲ͹ ሺ−�/͵, ʹ�/͵ሻ +Ͳ.Ͷሺ�ሻ + Ͳ.ͳͷ +Ͳ.Ͷ͵͵ͳሺ�ሻ + .ͳͺ͹ͷ 0.05 Ͳ.Ͳ͵͵ ± Ͳ.ͲͲ͹ ሺ−�/͵,Ͷ�/͵ሻ −Ͳ.Ͷͷ� + Ͳ.Ͳͷ −Ͳ.Ͷ͵͵ͳሺ�ሻ + .ͳͺ͹ͷ 0.00 Ͳ.Ͳ͵͸ ± Ͳ.ͲͲʹ ሺͲ, Ͷ�/͵ሻ Ͳ Ͳ 0.00 Ͳ.Ͳ͵Ͳ ± Ͳ.ͲͲ͵ ሺ�/͵, �ሻ . ʹͷ . ʹͷ 0.05 Ͳ.Ͳ͵Ͳ ± Ͳ.ͲͳͲ ሺͲ, ʹ�/͵ሻ −Ͳ.ͳͲሺ�ሻ Ͳ 0.00 Ͳ.Ͳʹͷ ± Ͳ.ͲͲʹ ሺ−�/͵, �ሻ −Ͳ.ͳͲሺ�ሻ + Ͳ.Ͷ . ʹͷ 0.00 Ͳ.Ͳ͵ͺ ± Ͳ.ͲͲʹ 

 

Type- �/૛     
Settings   ሺ�[Ͳ], �[ͳ]ሻ 

From “Oslo”, 20 
program runs of  

one “shot” in 
each one, 
 �௤[ଵ] = 

Theoretical �௤[ଵ] = Prob. Of  |Ͳۧ௤[଴]⊗ |ͳۧ௤[ଵ] 
 

(Not used 
in Table 

3) 

Prob. Of  |Ͳۧ௤[଴]⊗ |ͳۧ௤[ଵ] 
 

(Not used in 
Table 2) ሺ−�/ʹ,͵�/ʹሻ −Ͳ.͸ͷሺ�ሻ + .͵Ͳ −Ͳ.͹Ͳ͹ʹሺ�ሻ + Ͳ.ʹͷ 0.05 Ͳ.Ͳʹͻ ± Ͳ.ͲͲʹ ሺ−�/ʹ, �/ʹሻ +Ͳ.͹ͷሺ�ሻ + .ʹͷ +.͹Ͳ͹ʹሺ�ሻ + Ͳ.ʹͷ 0.00 Ͳ.Ͳʹ͸ ± Ͳ.ͲͲ͸ ሺ�/ʹ, ͵�/ʹሻ +Ͳ.Ͷͷሺ�ሻ + Ͳ.ʹͷ +Ͳ.͹Ͳ͹ʹሺ�ሻ + Ͳ.ʹͷ 0.00 Ͳ.Ͳʹͻ ± Ͳ.ͲͲ͵ ሺ�/ʹ, �/ʹሻ −Ͳ.͵ͷ� + Ͳ.͵ͷ −Ͳ.͹Ͳ͹ʹሺ�ሻ + Ͳ.ʹͷ 0.00 Ͳ.Ͳʹͻ ± Ͳ.ͲͳͲ ሺͲ, ͵�/ʹሻ −Ͳ.ʹͷሺ�ሻ Ͳ 0.05 Ͳ.ͲͶͲ ± Ͳ.ͲͲ͹ ሺ�/ʹ, �ሻ −Ͳ.ͳͷሺ�ሻ + Ͳ.ͶͲ Ͳ.ͷ 0.05 Ͳ.ͲͷͶ ± Ͳ.Ͳͳʹ ሺͲ, �/ʹሻ −Ͳ.ͳͲሺ�ሻ Ͳ 0.00 Ͳ.Ͳ͵Ͳ ± Ͳ.ͲͲͷ ሺ−�/ʹ, �ሻ Ͳ.͵ Ͳ.ͷ 0.10 Ͳ.ͲͶͺ ± Ͳ.ͲͲͻ 

N.E.    ሺͲ, �ሻ +Ͳ.Ͳͷሺ�ሻ + Ͳ.Ͳͷ Ͳ 0.00 Ͳ.Ͳ͵Ͷ ± Ͳ.ͲͲ͹ 
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The results for the two types of games with one “shot” per program run, as it would be in 

an actual game, repeated 20 times, show that the Nash equilibrium point coincides with 

theory for a limited range of �. The point ሺߙ′ = Ͳ, ′ߚ = �, ′ߛ = �ଶሻ at the centers of Type-�/ʹ and Type-�/͵ data in Table 3 become the Nash equilibrium shown in Table 1 if  

(i) a. �௤[ଵ] ቀ− �ଷ , �, ቁ′ߛ  & �௤[ଵ] ቀ�ଷ , �, ቁ′ߛ ൒ �௤[ଵ]ሺͲ, �,  ,ሻ′ߛ
b. �௤[ଵ] ቀ− �ଶ , �, ቁ′ߛ & �௤[ଵ]ሺ�ଶ , �, ሻ′ߛ ൒ �௤[ଵ]ሺͲ, �,  ,ሻ′ߛ

(ii)  a. �௤[ଵ]ሺͲ, �, ሻ′ߛ ൒  �௤[ଵ] ቀͲ, ଶ�ଷ , ቁ′ߛ  & �௤[ଵ] ቀͲ, ସ�ଷ ,  ,ቁ′ߛ
b. �௤[ଵ]ሺͲ, �, ሻ′ߛ ൒ �௤[ଵ] ቀͲ, �ଶ , ቁ′ߛ  & �௤[ଵ]ሺͲ, ଷ�ଶ ,  .ሻ′ߛ

Given the data in Table 3, if � > Ͳ in the inequalities (i) & (ii), then ሺͲ, �.  ሻ is a Nash′ߛ

equilibrium point when Ͳ ൑ � ൑ ʹ.͵, for Type-�/͵ games, and Ͳ ൑ � ൑ ͳ.͹ͷ for Type-�/ʹ. In theory, ሺͲ, �.  ሻ is a Nash equilibrium point without restrictions in �. Eq. (15)′ߛ

implies that the coefficients of �, in the center rows and columns corresponding to the 

two types of games in Table 3, are zero (theoretical gains are shown in Table 4); however, 

this is not the case in Table 3. The coefficients of � (as well as the constant terms) have 

variations which imply an even narrower range to confirm the theoretical Nash 

equilibrium point reliably. On the other hand, � is selected by the players. The closer they 

select � to zero the more likely that they can verify the Nash equilibrium point with a few 

games (assuming the error in the constant term does not fluctuate considerably when 

playing a small number of games). Diminishing � necessarily makes its coefficient less 

significant in the center rows and columns as expected in theory.  

     Table 2 also shows that � can be a small fraction to confirm that ሺͲ, �.  ሻ is the Nash′ߛ

equilibrium point. Considering all the measurement errors and the inequalities (i) & (ii), 

the point is reliably the equilibrium after thousands of outcomes for Ͳ < � ൑ Ͳ.ͲͶͳ in 

type-�/͵ games. In type-�/ʹ games, the same can be concluded for  Ͳ < � ൑ Ͳ.ʹͲ . 

These are the ranges implied by the most extreme measurement error fluctuations 

possible. In this way, these can be the ranges from which players select � from the start, 

even for a few games, if players seek a theoretical Nash equilibrium.  
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     On the other hand, for � ب ͳ, the gains (losses) in the corners of the matrices 

corresponding to the two types of games in Table 2 are much greater than those in the 

center rows and columns as predicted by theory. If |Δ�௤[ଵ]� | is the absolute change in gain 

(loss) from a non-corner one to a corner one, and |Δ�௤[ଵ]� | is the absolute change from one 

that is a non-corner one to another non-corner one, then |Δ�௤[ଵ]� | ب |Δ�௤[ଵ]� |  for all data 

in Table 2 for � ب ͳ. In other words, in this � range, the gains (losses) when at least one 

player maintains the equilibrium parameter, regardless of the other’s selection, are 

notably less than those corresponding to the other parameter combinations given 

thousands of “shots”. Considering the measurement errors in Table 2, there may not be 

significant gain improvement for a player changing the equilibrium parameter when the 

other maintains it. Consequently, in this case, a player does not have a strong incentive to 

change the parameter when the other does not change it; a player considerably minimizes 

the losses (gains) by keeping it constant regardless of the other’s selection. ሺͲ, �.  ሻ is a′ߛ

Nash-like equilibrium point for � ب ͳ given a large number of games. 

 

4 Conclusions 

 The results suggest that two players can confirm reliably that ሺͲ, �,  ሻ is a Nash′ߛ

equilibrium point for two qubits of the game protocol shown in Fig. 1, with the circuits 

in Fig. 2, when � is a small fraction of a coin, testing thousands of times each of the 

setting combinations from either type-�/͵ or type-�/ʹ games; also, the data shows that 

it is probable that the same could be confirmed with at least 20 repetitions. Now, 

consistent with theory, for � ب ͳ, given thousands of  “shots”, the notably greatest gains 

(losses) correspond to those when both players do not set their equilibrium parameters, 

which means that a player can considerably minimize the losses (gains) by not changing 

it. In this case, there may not be significant gain improvement for the one that changes 

the equilibrium parameter if the other does not; consequently, there is no strong incentive 

for a player to change it when the other is maintaining  it, suggesting Nash-like 

equilibrium. Thus, under the same restrictions for � after more than 20 games with the 

same set of setting combinations, the gains (losses) would be expected functions of 

participants’ choices if two played remotely in the cloud. In the future, as NISQ devices 
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improve, it is likely that a Nash-equilibrium point can be attained with less restrictions if 

two played the protocol introduced. 
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Abstract

The pendulum-spring system studied using Hamilton equations consists of

three generalized coordinates. The coordinates are the swing angle of the

rod, the swing angle of the spring, and the length extension. In this case, the

total Hamiltonian is complicated because of the complicated mechanical sys-

tem. Six equations of motion are obtained from the Hamilton equations. The

visualization of the generalized coordinates with respect to time is illustrated.

In the visualization, the spring constant and the initial swing angle of the rod

were varied. These variations obtained the harmonic and non-harmonic mo-

tion. The motion of such a complex system was usually sensitive to the initial

values. Solving the mechanical problems with Hamiltonian formalism could

familiarize students with a branch of physics with numerous indispensable

applications to other branches.

Keywords: Hamiltonian, spring-pendulum, equation of motion

1 Introduction

Hamiltonian mechanics were first stated by William Rowan Hamilton in 1833 as a

formulation of Lagrangian mechanics in a different way. Hamiltonian mechanics refor-

mulated mechanics into a momentum rather than the velocity phase space approach [1].



In Hamiltonian mechanics, the state of the system was described in terms of the gener-

alized coordinates and momenta. Hamiltonian mechanics is an energy-based theory that

seeks to describe and explain mechanical systems [2].

The Hamiltonian description is a stepping stone to other areas of modern physics,

such as phase space and Lioville’s theorem. Poisson brackets and time translation with

the Hamiltonian have analogies in quantum mechanics, and Hamiltonian-Jacobi theory

leads to a more general formulation of mechanics.

The equation of motion for the mechanical system of the spring-pendulum has been

decomposed using the Euler-Lagrange equation [3]. There are three equations of mo-

tion obtained. The number of equations obtained corresponds to the total number of

generalized coordinates within the system in the form of second-order ordinary differ-

ential equations. In this case, the generalized coordinates used are the swing angle of

the rod, the swing angle of the spring, and the extension of the spring length denoted as

θ1, θ2, x, respectively. In more detail, Figure 1 illustrates the described system. This me-

chanical system will be reviewed further by looking for the Hamilton equation, a formal

transformation commonly used in dynamics systems. The Hamilton equation that will

be obtained is twice the number of generalized coordinates in the form of the first-order

ordinary differential equation.

The solution for mechanical cases involving such a pendulum must generally be os-

cillatory motion. Oscillatory cases involving the back-and-forth motion of a physical

system are always interesting to discuss. Those physical systems can arise from exist-

ing phenomena or mathematical modeling. [4] works on the design of the simulation of

a simple pendulum. While Yazid presented mathematical modeling of a moving planar

payload pendulum on an elastic portal framework [5].

Complex oscillatory in the form of simple harmonic motion yield intriguing patterns

in the depiction and interpretation of the variables associated with the system. Often such

a system will be sensitive to the changes in the initial value of a given system.

Biglari et al. and Stachowiak et al. analyzed the dynamics of the double pendulum

system numerically using Lagrangian and Hamiltonian formalism [6, 7]. They found out

that a set of coupled non-linear ordinary differential equations governs the system. In

another research, [8] studied the Hamiltonian equation on a double pendulum with axial

forcing constraint to obtain the equation of motion.



This paper aims to derive the Hamilton equation based on the Lagrangian, which

has been obtained in the previous research [3]. Based on previous research, the Euler-

Lagrange equation obtained has three degrees of freedom in the form of a second-order

differential equation, so the Hamilton equation to be obtained is six equations equal to

twice the degrees of freedom in the form of a first-order differential equation. Afterward,

the behavior of the solution to this equation will be analyzed, considering the potential

for complex oscillations from an evolutionary perspective over time.

1.1 Pendulum-Spring System

l1

m1 l2 + x

m2

θ1

θ2

Figure 1. Pendulum-spring system

The Pendulum-Spring system consisted of two masses illustrated in Figure 1. The

string l1 connected to the mass m1 was considered massless and inextensible. The second

mass m2 is connected to the spring with the length l2, and the spring extends the length

by x. The swing angles θ1 and θ2 were the swing angles each pendulum makes with

respect to the vertical line. The chosen generalized coordinates are θ1, θ2, and x. We set

the potential energy equal to zero at the point m1.

The concrete steps to get the equations of motion using the Hamiltonian method was

writing down the Lagrangian. How to obtain this Lagrangian for this system has been

described by [3]. Furthermore, the Hamiltonian of this system can be directly determined

by adding the kinetic energy T and the potential energy V .

The interest in solving the pendulum-spring problem using Hamiltonian is not to gain

the equation of motion in efficiency. However, it could familiarize students with a branch

of physics with numerous indispensable applications to other branches. Hamiltonian for-

malism is extremely helpful for calculating anything useful in other physics branches,



such as statistical mechanics and quantum mechanics.

1.2 Hamilton Equation

The Hamiltonian H oh the system equals to the total energy, that is,

H = T + V , (1)

where T is the kinetic energy and V is the potential energy. The generalized momenta pi

corresponding to each generalized coordinate qi is given

pi =
∂L

∂q̇i
, (2)

where q̇i = dqi/dt. By using the standard prescription for a Legendre transformation, we

define H of the system written in terms of the Lagrangian

H =
∑

i

piq̇i − L (3)

Calculating the partial derivative of the equation (3) with respect to the generalized coor-

dinate qi obtains [9]

∂H

∂qi
= −ṗ and

∂H

∂pi
= q̇. (4)

2 Research Methodology

The method used in this theoretical research was transformed L(q, q̇, t) → H(p, q, t)

without losing any information. The first step was calculating T and V , then writing

down the Lagrangian, L = T−V , in terms of coordinates qi and their derivatives q̇i. Then,

calculate pi =
∂L
∂q̇i

for each of the N coordinates. Furthermore, the expressions for the Npi

inverted to solve for the Nq̇i in terms of the qi and p2i . Write down the Hamiltonian, H =

(
∑

piq̇i)−L, and then eliminate all the q̇i in favor of the qi and pi. Write down Hamilton’s

equations for each of the N coordinates. Solve the Hamiltonian equations; the usual goal

is to obtain the N functions qi(t). This process generally involves eliminating the pi in

favor of the q̇i. This will turn the 2N first-order differential Hamilton’s equations into N

second-order differential equations. These will be equivalent, in one way or another, to

what we obtained if we had written down the Euler-Lagrange equations after the first step.



The solution of this kind of complex system is very sensitive to the initial value. The

equation of motion will be solved numerically using the fourth-order Runge-Kutta method

in Python. However, this paper focuses on the results only. Several dynamics related to

changes in the initial values will be analyzed. First, the initial value to be varied is the

spring constant k value, while other variables are constant. The next step is to vary the

initial angle and keep the other variables constant.

3 Results and Discussions

The Lagrangian for the pendulum-spring system is written in [3] according to

L = T − V

=
1

2
m1(l

2
1θ̇1

2
) +

1

2
m2

(

l21θ̇1
2
+ (l2 + x)2θ̇2

2
+ ẋ2

+2l1(l2 + x)θ̇1θ̇2 cos (θ1 − θ2)− 2l1ẋθ̇1 sin (θ1 − θ2)
)

+(m1 +m2)gl1 cos θ1 +m2g(l2 + x) cos θ2 −
1

2
kx2, (5)

where θ̇1 = dθ1/dt, θ̇2 = dθ2/dt, and ẋ = x/dt.

The generalized momenta related to the system are pθ1 , pθ2 , px. Decomposing these

momenta to the equation (5) yields

pθ1 =
∂L

∂θ̇1
= (m1 +m2)l

2
1θ̇1 +m2l1(l2 + x) cos (θ1 − θ2)θ̇2

−m2l1 sin (θ1 − θ2)ẋ (6)

pθ2 =
∂L

∂θ̇2
= m2l1(l2 + x) cos (θ1 − θ2)θ̇1 +m2(l2 + x)2θ̇2 (7)

px = ∂L
∂ẋ

= −m2l1 sin(θ1 − θ2)θ̇1 +m2ẋ. (8)

The following expression then gives the H

H =
1

2
m1(l

2
1θ̇1

2
) +

1

2
m2

(

l21θ̇1
2
+ (l2 + x)2θ̇2

2
+ ẋ2

+2l1(l2 + x)θ̇1θ̇2 cos (θ1 − θ2)− 2l1ẋθ̇1 sin (θ1 − θ2)
)

−(m1 +m2)gl1 cos θ1 −m2g(l2 + x) cos θ2 +
1

2
kx2. (9)

From the H of the pendulum-spring system, a set of equations of motion was obtained,

which are equivalent to the Euler-Lagrange equations

∂H

∂θ1
= −ṗθ1 ,

∂H

∂θ2
= −ṗθ2 ,

∂H

∂x
= −ṗx,

∂H

∂pθ1
= θ̇1,

∂H

∂pθ2
= θ̇2,

∂H

∂px
= ẋ.(10)



H as a function of the variables θ1, θ2, x, pθ1 , pθ2 and px were required to solve the equa-

tion (10), so θ̇1, θ̇2, ẋ, and L were determined in terms of these variables. Gauss-Jordan

Elimination method was used to get the first derivation of θ1, θ2 and x from equation

(6)-(8), yield

θ̇1 =
m1 +m2

m2
1l

2
1

pθ1 −
cos(θ1 − θ2)

m1l1(l2 + x)
)pθ2 +

m1 sin(θ1 − θ2)

m2
1l1

p
x

(11)

θ̇2 = −
cos(θ1 − θ2)

m1l1(l2 + x)
)pθ1 +

m1 +m2 cos
2(θ1 − θ2)

m1m2(l2 + x)2
pθ2 −

sin 2(θ1 − θ2)

2m1(l2 + x)
p
x

(12)

ẋ =
m1 sin(θ1 − θ2)

m2
1l1

pθ1 −
sin 2(θ1 − θ2)

2m1(l2 + x)
pθ2 +

m1 +m2 sin
2(θ1 − θ2)

2m1m2

p
x
. (13)

Then the equation (11), (12), and (13) substituted into equation (9) yields the H in terms

of θ1, θ2, x, pθ1 , pθ2 and px according to

H =
1

2m2
1l

2
1

p
2
θ1
+

m1 +m2 cos
2(θ1 − θ2)

2m1m2(l2 + x)2
p
2
θ2
+

m1 +m2 sin
2(θ1 − θ2)

2m1m2

p
2
x

+
− cos(θ1 − θ2)

m1l1(l2 + x)
)pθ1pθ2 +

m1 sin(θ1 − θ2)

m2
1l1

pθ1px

−
sin(θ1 − θ2) cos(θ1 − θ2)

m1(l2 + x)
pθ2px

−(m1 +m2)gl1 cos θ1 −m2g(l2 + x) cos θ2 +
1

2
kx2. (14)

Equation (14) used on equation (10) to obtain the Hamiltonian equations of the pendulum-

spring system, yield

















θ̇1
θ̇2
ẋ
ṗθ1
ṗθ2
ṗx

















=



















α1

l1
(2γ1pθ1 − 2m2l1pθ2 + l1Apx)

α1

(l2+x)
(−2γ1pθ1 + 2l1β1pθ2 − 2Bpx)

α1 (Apθ1 −m2α2pθ2 + 2β2γ2px)
α1

(l2+x)
(γ5 −m2Cp2x − 2m2β3γ

2
2 sin(θ1))

α1

(l2+x)
(−γ5 + Cp2x − 2gγ1F sin θ2)

2α1

(l2+x)2

(

l1β1p
2
θ1
−m2γ3pθ1pθ2 − Bpθ2px + γ4

)



















(15)

where αn (n = 1, 2) defined according to

α1 =
1

2m1m2γ2
, α2 = l1 sin 2(θ1 − θ2).

Meanwhile, γn (n = 1, 2, 3, 4, 5) were defined as

γ1 = m2(l2 + x), γ2 = l1(l2 + x), γ3 = (l2 + x) cos(θ1 − θ2)

γ4 = F (l2 + x) (g cos θ2 −m2kx)

γ5 = m2α2p
2
θ2
− Apθ1pθ2 −Dpθ1px − Epθ2px,



and βn (n = 1, 2, 3) were

β1 = m1 +m2 cos
2(θ1 − θ2), β2 = m1 +m2 sin

2(θ1 − θ2), β3 = m1(m1 +m2).

The last assumption in the expression (14) are

A = 2m2(l2 + x) sin(θ1 − θ2), B = m2l1(l2 + x) sin(θ1 − θ2) cos(θ1 − θ2),

C = 2l1(l2 + x) sin(θ1 − θ2)γ3, D = 2γ1γ3,

E = 2m2γ3 (1− 2 cos2(θ1 − θ2)) , F = m1(l2 + x)γ2.

Equations (15) formed a set of coupled first-order differential equations of motion on

the variables θ1, θ2, x, pθ1 , pθ2 and px. These functions will be analyzed for their evolution

over time, with some interesting changes in the initial values of the mentioned variables.

3.1 Evolution of motion with k variation

In general, the solution of differential equation of motions in (15) were sensitive to

the initial values. First, we will try to simulate the evolution of motion with various k and

the other initial values were keep constant.

The parameters set up for this system are m1 = m2 = 1 kg, l1 = l2 = 1, g = 10m/s2.

The initial values used are θ1 = π/2◦, θ2 = −π/2◦, x = 0 cm, pθ1 = pθ2 = px = 0 N/s.

The simulation was made over the interval [0, 10] with ∆t = 0.0001.

The parameter used in figure 2 are m1 = m2 = 1 kg, l1 = l2 = 1, g = 10m/s2. For

t = 0 the initial values are θ1 = θ2 = π/4, x = 0. The simulation was made over the time

interval t [0,15].

Figure 2a, 2b, 2c showed the periodic motion with the frequencies and the amplitude

not constant. Meanwhile, Figure 2d showed that there is part in θ1 that the graph is grad-

ually decreasing to the minus valley, indicating that the first pendulum rotated counter-

clockwise. On the contrary, there is part in θ2 that the graph is a sharp increase, indicating

that the second pendulum rotated clockwise. In addition, x showed that the evolution of

the motion corresponds to the θ2.

Some researchers usually set the range of the graph to [−π, π]. Therefore we redraw

Figure 2d with the boundary [−π, π] shown in Figure 3. The oscillation that occurs is no

longer simple harmonic motion. In other words, the motion is no longer smooth. It can

undergo a sudden, instantaneous change in position and velocity at any time. The cause of



(a) k = 200 (b) k = 150

(c) k = 100 (d) k = 50

Figure 2. Graph of generalized coordinates θ1, θ2, x respect to time t with various spring

stiffness k

this non-smooth state could come from the motion caused by the spring constant, which

exceeds the tension point of the spring constant. This state of motion can be further

analyzed for a motion towards chaotic behavior.

3.2 Evolution of motion with θ1 variation

The graph in Figure 4 exhibits different motion characteristic. Figure 4a, 4b, and 4d

show that the state of the system moves non-harmonic motion. Meanwhile, Figure 4c

displays periodic behavior. Chaotic motion is observed when considering angles θ1 such

as π/3, π/4, and π/6 are considered. However, no chaotic behavior is observed when

θ1 = π/5. This observation indicates that altering the initial angle θ1 leads to random

motion. Therefore, it is not necessarily true that a greater initial angle θ1 will result in a

more chaotic motion. Figure 4 shows that random motion can occur at any time. This



Figure 3. Oscillation θ1, θ2, x with respect to time t (k = 50)

proves that such a complex system is very sensitive to a given initial value. keadaan yang

non harmonic ini sebenarnya bisa dianalisis lebih lanjut apakah dari chaotic atau hanya

sekdar random.

3.3 Discussion

The equation of motion of the pendulum-spring system is derived from the Lagrangian

and subsequently transformed to the Hamiltonian. Following the transformation, the

Hamiltonian velocity is substituted into the general momentum. The equations of motion

are then obtained in terms of general coordinates and general momenta. These derivation

steps are also carried out by [6, 10, 11, 12]. The effect of changing the spring constant k

and the initial pendulum angle θ1 makes the oscillations no longer harmonic. The find-

ings in [13] support this observation, as Lorente states that when the spring constant is

significantly large, the pendulum motion becomes highly restricted, resulting in small os-

cillations. Conversely, if the spring constant is small, the pendulum motion becomes less

elastic.

There are other ways to analyze the behaviour of these mechanical system. Runge-

Kutta is one of the numerical methods to see the complexity of the mechanical system

by exposing the limit cycle, strange attractors, Poincaré section, and bifurcation. Mean-

while, the focus of this paper is the derivation of the Hamiltonian of the pendulum-spring



(a) θ1 = π/3 (b) θ1 = π/4

(c) θ1 = π/5 (d) θ1 = π/6

Figure 4. Graph of Generalized coordinates θ1, θ2, x Respect to time t with various angle

θ2

pendulum system.

The work in this paper was obtained using the Runge-Kutta fourth order method.

However, the validity and accuracy of this methods have not been reviewed in depth. An

analysis of the accuracy and effectiveness of the Runge-Kutta fourth order method will be

analyzed in the further research.

4 Conclusion

The pendulum-spring system has been solved using the Hamiltonian formalism. Six

equations of motions were obtained according to equation (15). Decomposing the equa-

tion of motion using the Hamiltonian in this study has met the standards for deriving the

equation of motion and has been commonly used by previous studies. The solution of the



equation of motion is usually in the form of oscillatory motion. However, when certain

initial conditions vary, such as modifications to the spring constant, pendulum angle, and

spring angle, this motion will no longer exhibit harmonic oscillation.
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Abstract 
An earthquake is a sudden disaster that is not possible to predict. This impulsive behavior 
makes it very dangerous for humankind. Precautionary measures are immense for reducing 
damage. The first step of preventive measures for an earthquake is raising awareness. Dhaka 
City has a high earthquake risk due to its large population and urbanization. Researchers have 
said that an earthquake in this zone can be fatal, resulting in heavy casualties with structural 
damage. For this reason, proper awareness is essential for the residents of this area. The aim 
of this study is to find out the current knowledge level of the residents of Dhaka City about 
Earthquake risk of this city. Online questionnaire was used to collect data from random 
residents of Dhaka. Survey data indicates that many people lack Knowledge of what to do 
before and during an earthquake. Especially school and college-going students are unaware of 
the essential things to do during an earthquake incident. Many people still don’t know the 
importance of a seismic-resistant building system and are unprepared for a seismic event. This 
study brings these aspects together to learn about the knowledge level, which can help 
policymakers raise awareness among this city's residents. 

 
Keywords: Awareness; Dhaka City; Disaster; Earthquake; Knowledge; Risk. 

1    Introduction 

The Earth's hard outer layer occasionally experiences abrupt and fleeting tremors 

from natural processes. These unexpected trembling, often known as earthquakes, are 

caused by different things that influence the Earth's crust. According to the United States 

Geological Survey (USGS), earthquakes occur due to the movement of tectonic plates 

along fault lines[1].  
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Tectonic plates are the primary cause of earthquakes. Faults or fractures split 

numerous plates that make up the surface of the Earth. The interior of the Earth contains 

molten material beneath these plates. These molten materials may migrate and shift 

because of natural factors, altering the plates. One plate may subduct beneath another, 

causing seismic vibrations that eventually appear as earthquakes. In addition, critical 

natural events like volcanic eruptions, landslides, glacier movements, thermal radiation, 

and related phenomena can also contribute to seismic activity.  

An earthquake can cause significant damage and destruction in multiple ways. The 

shaking of the ground can lead to the collapse of buildings and infrastructure, resulting in 

loss of life and injuries[2]. Additionally, earthquakes can trigger landslides and 

avalanches, further damaging structures and obstructing transportation routes [3]. Ground 

shaking may also cause liquefaction, where saturated soil temporarily loses strength and 

behaves like a liquid, damaging buildings, and underground utilities. Furthermore, 

powerful earthquakes under the ocean can generate tsunamis, massive ocean waves that 

can inundate coastal areas and cause widespread devastation [3]. Fires can also be ignited 

by broken gas lines and electrical wires, exacerbating the damage caused by an 

earthquake[2].  

For people, communities, and governments to reduce possible hazards and lessen 

the effects of these natural disasters, earthquake awareness is essential. First and foremost, 

Knowledge enables people to comprehend the dangers of earthquakes and adopt the 

appropriate safety measures to safeguard their lives and property (USGS, 2021). It teaches 

people about earthquake-resistant construction methods and building retrofitting 

strategies[3]. Furthermore, earthquake awareness promotes preparedness by educating 

people about the appropriate actions to take during and after an earthquake, such as "Drop, 

Cover, and Hold On" during shaking and knowing evacuation routes (CDC, 2022). 

Awareness campaigns emphasize the importance of creating emergency kits and 

developing family or community response plans, including designated meeting points [4]. 

Community-level Knowledge is crucial for creating a preparedness culture because it 

promotes cooperation and coordination among many stakeholders, such as local 

government, companies, schools, and emergency response agencies [3]. To communicate 

vital information before, during, and after an earthquake, communities can build early 
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warning systems and communication networks by increasing awareness [5]. Earthquake’s 

awareness also extends to engineering, urban planning, and emergency management 

professionals. These individuals can contribute to designing safer infrastructure, 

implementing building codes and standards, and developing effective response strategies. 

Governments have a crucial role in raising Knowledge of earthquakes through funding 

research, monitoring systems, and public awareness campaigns. These programs promote 

a safety-conscious culture, increase public awareness of earthquake risks, and help 

politicians make well-informed decisions [3]. Government financing and assistance for 

earthquake research also promote early warning system development, hazard assessment, 

and prediction [5].  

With a total size of 1,47,610 square kilometers, Bangladesh is a significant country 

in terms of geography and geology in the South Asian region. Its length and width are 

820 kilometers north to south and 600 kilometers east to west. Several disastrous natural 

disasters, including floods, droughts, tropical cyclones, tornadoes, thunderstorms, 

extreme rainfall, tidal bores, intense summer heat, etc., frequently hit this region, which 

is located between 24°0'0" N latitude and 90°0'0" E longitude. Bangladesh is often hit by 

storms that originate in the Bay of Bengal 16 times every ten years. But recently, 

Bangladesh has been in danger from an "earthquake" that is even more deadly. 

Bangladesh, located in a seismically active region, is vulnerable to earthquakes and their 

potential impacts. The country has experienced several significant earthquakes, 

highlighting the importance of understanding seismic hazards and implementing 

appropriate measures for earthquake resilience. Bangladesh lies in a tectonically complex 

area where the collision of the Indian and Eurasian plates gives rise to seismic activity 

(USGS, 2021). The country is near the boundary between the Indian and Burmese plates, 

with numerous active faults running through its territory. When examining Bangladesh's 

earthquake history, one significant problem stands out: there is a dearth of Knowledge 

about earthquakes. Though some evidence is there, the information is insufficient to know 

the magnitude and intensity of those earthquakes. Even while there is some data, it is not 

enough to determine the extent and impact of those earthquakes. Although their 

magnitudes are unclear, there is evidence of catastrophic earthquakes in Sylhet, 

Chittagong, and Dhaka. 
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A devastating earthquake in 1762 caused at least 200 fatalities and was felt 

throughout the Bengal and Arakan regions. It also severely devastated significant portions 

of Dhaka, Chittagong, and Myanmar [6]. Reports claim that the 1765 earthquake was so 

strong that it permanently submerged 155.40 square kilometers of land near Chittagong 

and raised the shoreline of Foul Island by 2.74 m and the northwest coast of Chedua Island 

by 6.71 m above sea level. Five hundred people died because of the earthquake in Dhaka 

[7]. The 1812 Dhaka earthquake that struck Dhaka in April severely damaged several 

homes and other buildings in Tejgaon [8]. One of the worst earthquakes ever was the 

Bengal earthquake in July 1885. Between July 21 and September 5, 1885, eleven 

aftershocks were caused by the tremor [9]. The earthquake had a Richter scale magnitude 

of 7. One of the deadliest and most severe earthquakes ever recorded, the Great Indian 

Earthquake, occurred on June 12, 1897 [10]. The quake took place about 200 km north of 

Dhaka, on the western edge of the Shillong Plateau. The Bangladesh Geological Survey 

reported at least 465 earthquakes of small to moderate magnitude between 1971 and 2006 

[11]. Although damaging earthquakes have not occurred frequently, there is still a great 

potential for enormous destruction and damage [12]. In recent decades, Bangladesh has 

witnessed destructive earthquakes. The 2003 earthquake in northeastern Bangladesh 

caused widespread damage and claimed hundreds of lives [13]. 

Similarly, the 2013 Rangpur earthquake resulted in significant structural damage to 

buildings and infrastructure [7]. A severe earthquake that had its epicenter 745 kilometers 

(km) northwest of Bangladesh on April 25, 2015, rattled Dhaka, Chittagong, Barisal, 

Rajshahi, Dinajpur, Rangpur, and other areas of the nation [10]. According to the US 

Geological Survey (USGS), an earthquake occurred on January 4, 2016, around 33 

kilometers (20 miles) northwest of Imphal, the state capital of Manipur, in northeast India, 

close to the border with Myanmar and Bangladesh. Around 5:05 am, while most city 

residents were still asleep, Dhaka and its surrounding areas began to experience severe 

tremors. Following the jolts, terrified individuals fled their homes and flocked to the 

neighboring highways[14]. 

Dhaka, the capital of Bangladesh, is highly vulnerable to earthquakes due to various 

factors; Dhaka is excessively susceptible to earthquake calamity. First off, Dhaka city has 

a very high population density. Second, secondary hazards, such as fires that start in gas 
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and power lines, are anticipated to be far more deadly following an earthquake. Thirdly, 

most high-rise residential buildings and many garment factory buildings were constructed 

not only in violation of building rules but also encroached upon streets and other public 

places. Due to the blockage of roads caused by the fall of these buildings, rescue efforts 

would be significantly hampered.   

This case study aims to determine the current knowledge level among Dhaka City 

dwellers regarding earthquake hazards. This data can help know the current status of 

Knowledge that can be used for the smooth operation of awareness-raising programs. 

2   Methodology 

This research includes a case study on the current knowledge level of the residents of 

Dhaka City regarding Earthquake incidents. As an earthquake is a sudden incident, 

awareness is the first step of precautionary measures. Identifying current knowledge level 

is important for policy makers and engineers to create awareness among people.  

2.1 Study Area 

Dhaka city was chosen as the study area that is shown in Figure 1. Dhaka is the capital 

city of Bangladesh. It is situated at 23.8041° N, 90.4152° E. The primary reason of 

choosing this area is due to the heavy population and structures of this area. Previous 

research suggests that Dhaka is in high red alert zone of a massive earthquake hazard. 

That is why this study focused mainly on the Dhaka city and the knowledge level of the 

residents of this city. 
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Figure 1: Study Area 

2.2 Data Collection 

For this study, the questionnaire was done with the help of google forms. This 

questionnaire was fully online and only provided to the residents of Dhaka City. This 

survey was fully anonymous. A questionnaire was shared with the people on different 

online platforms. One submission per participant was strictly imposed to maintain the 
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integrity of this survey. The sample size was calculated using Yamane’s formula (Yamane, 

1967).  

n= �1+�ሺⅇ2ሻ…………………………………………………………………………… (1) 

where, n= sample size, N= total population of the study area, e= error tolerance. 

According to Macrotrends, Dhaka city's current population growth rate is 3.26%, which 

concludes that the current population of Dhaka city is approximately 23,210,000 [16]. 

With an error tolerance of 0.05, the total number of samples required is 399.99 or 400. 

So, for this survey total of 410 survey data was considered.  

2.3 Data Analysis 

This is a preliminary study regarding the knowledge level of the residents of Dhaka City. 

For data analysis, Microsoft Excel was used. Obtained survey data were analyzed to check 

the percentage of responses to each question asked. Demographic data such as Age, 

Gender, Educational Qualification, and Occupation were also collected.  

3   Results 

3.1 Demographic Profile 

By observing the demographic profile of the participants, it was seen that most were 

young (Age group 16-30) shown in Figure 2 and they were primarily male shown in 

Figure 3. A vast number of participants live in the Dhaka North City Corporation shown 

in Figure 4. The Figure 5 and Figure 6 shows that most of the participants are graduates 

or running undergraduate students. Their demographic profile is given below, 
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Figure 2: Percentage of participants' age group 

 
Figure 3: Percentage of participants' gender 

 

 
Figure 4: Location of participants in Dhaka City 

 
Figure 5: Educational qualification of participants 

 

   
Figure 6: Profession of participants 

 

3.2 Knowledge regarding Earthquake 

The questionnaire had different questions that give insight into a participant's self-

realization, Knowledge about what to do during an event, Knowledge regarding the after-
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event scenario, etc. These will provide an overview of the current situation of the 

knowledge level of the residents of Dhaka city.  

3.2.1 Self-Realization 

1. Felt an earthquake: In this segment, a total of 77% (316 participants) answered 

Yes, 13% (55 participants) answered No, and 10% (39 participants) responded 

Maybe. 

2. Previously attended earthquake awareness programs: 31% (127 participants) 

answered Yes to this question. Other 69% (283 participants) said that they have 

never participated in any earthquake awareness program or session that can 

increase their knowledge. 

3. Personal Confidence regarding knowledge level: 13% (53 participants) think 

they have excellent Knowledge of earthquakes. 40% (163 participants) thinks they 

have good Knowledge, 35% (145 participants) think they have a fair level of 

Knowledge, and 12% (49 participants) think they have poor Knowledge regarding 

earthquake hazard. 

4. Preparedness for an event: Among the 410 participants, 15% (60 participants) 

answered that they were prepared for an earthquake event. 49% (200 participants) 

said that they were not prepared. 28% (115 participants) were unsure about their 

current preparedness level and answered Maybe. The remaining 9% (35 

participants) didn’t know their preparedness level. 

5. If their house has a risk of damage during an earthquake: 32% (131 

participants) think that they live in a house with a significant risk of damage. 27% 

(110 participants) believe their house is strong enough to withstand an event. 31% 

(127 participants) were not sure about the seismic performance of their house and 

answered maybe. 10% (42 participants) answered that they don’t know about the 

chance of damage to their house during an event. 

6. If Dhaka City has a high risk during an earthquake event: 66% (272 

participants) think that the risk of an earthquake in Dhaka City is high. 13% (52 

participants) disagreed with this statement and answered no. 14% (58 participants) 

answered Maybe as they are unsure about the earthquake risk in Dhaka. 7% (28 
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participants) don’t know about the risk level of Dhaka regarding an earthquake 

event. 

3.2.2 Preparedness before an incident 

1. Availability of first aid kit/emergency medical supplies at home: 38% (156 

participants) have first aid kit/emergency medical supplies at their home in case 

of an emergency created by any significant earthquake incidents. 62% (254 

participants) don’t have any first aid kits ready for an earthquake incident. 

2. Availability of emergency exit at home: 24% (97 participants) have an 

emergency exit for emergencies such as earthquakes. 70% (285 participants) have 

no emergency exit. 7% (28 participants) were unsure about the exits in their homes 

and answered maybe.  

3. Availability of Evacuation route: Among the respondents, 16% (65 participants) 

answered that their area has an evacuation route. 51% (208 participants) live in 

areas without an evacuation route. 19% (78 participants) answered maybe. 14% 

(59 participants) don’t know about the availability of an evacuation route in their 

area. 

4. Availability of Urban emergency shelter: 9% (38 participants) answered that 

they have an urban emergency shelter for an earthquake event in their area. 83% 

(342 participants) answered that they don’t have any nearby urban emergency 

shelter. 7% (30 participants) are unsure about the location of the nearby urban 

emergency shelter. 

3.2.3 During an incident 

1. Knows how to turn off gas connection: 58% (236 participants) answered that 

they know how to do so. 31% (128 participants) don’t know how to turn off the 

gas connection. 11% (46 participants) are unsure about this, and they answered 

maybe. 

2. Knows how to turn off electricity connection: 72% (295 participants) answered 

that they know how to do it. 21% (85 participants) don’t know how to turn off the 

electricity connection. 7% (30 participants) are unsure about this, and they 

answered maybe. 
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3. The first thing to do during an incident: 22% (89 participants) answered they 

would go to a safe place and protect themselves and wait. 15% (61 participants) 

said they would rush to leave their house as soon as possible. 50% (206 

participants) said they would take cover under heavy furniture or beams. 6% (23 

participants) will rush to the smallest room of the building. 2% (10 participants) 

will do none of the options available, and 5% (21% participants) have no idea 

what to do during an incident. 

3.2.4 After an incident  

1. What to do after a disaster event: 19% (78 participants) would regret the losses 

and take some of the responsibility for not being aware of earthquake disasters. 

28% (115 participants) would do nothing as the scenario will be out of their 

control. 26% (107 participants) will ask everyone for training regarding 

earthquake resistance building systems and join the reconstruction of their area. 

27% (110 participants) cannot imagine the scenario right now. 

3.2.5 Knowledge of buildings 

1. The main reason for a building collapse during an earthquake: 15% (63 

participants) think that bad quality of construction materials results in a building 

collapse during an incident. 26% (105 participants) thinks lack of Knowledge 

regarding seismic resistant building system is the main culprit. 19% (78 

participants) think homeowners who don’t want to spend extra on a seismic-

resistant building system are the main reason. 30% (125 participants) think the 

main reason is the lack of awareness regarding the importance of seismic resistant 

building among the homeowners. 4% (15 participants) think poor maintenance of 

houses is the reason, and 6% (24 participants) have no idea about this issue. 

2. If tall buildings are safer during an earthquake or not: 17% (70 participants) 

think tall buildings will perform better during an earthquake than short buildings. 

49% (201 participants) think otherwise. 20% (80 participants) think there is no 

relationship between building height and the damage it will sustain. 14% (59 

participants) don’t have any idea regarding this issue. 
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3. Sustainability of a Seismic resistant building system during a significant 

incident: 28% (115 participants) think that seismic-resistant building systems are 

enough to withstand any earthquake in Dhaka City. 39% (159 participants) think 

otherwise. 22% (92 participants) are unsure about the performance of seismic-

resistant building systems. 11% (44 participants) don’t know about the 

performance of seismic-resistant buildings during an earthquake. 

4    Discussion 

This study aims to gain insight into the current Knowledge of residents of Dhaka City 

regarding an earthquake incident. The survey data shows that although many participants 

(77%) have felt an earthquake in their lifetime, only a few (31%) have attended any 

earthquake awareness program. Many participants also said that their knowledge 

regarding what to do in earthquake incidents is not up to the mark. Also, almost half of 

the participants answered that they were unprepared for an earthquake in their area. The 

lacking of their preparedness can also be seen in the percentage of participants having 

emergency medical supplies (38%), emergency exits (24%), evacuation routes (16%), and 

an emergency urban shelter (9%). Although the participants have answered that most of 

them know how to turn off gas (58%) and electricity (72%) connections and also during 

an event, most of them will try to take cover and wait (50%), most of them answered that 

they would try to rush out of their home which is discouraged. Several participants also 

lack Knowledge of seismic resistant building systems and the relationship between the 

height of a building with the earthquake incident. By analyzing the responses of 

participants of age groups 0-15, it was seen that most respondents (75%) have answered 

about rushing outside in an event rather than taking cover. This shows the lack of 

Knowledge regarding earthquakes among the younger people of this city. 

5    Conclusion 

This study focuses on the knowledge level of the residents of Dhaka City regarding an 

earthquake. Being an online based survey, this study has mostly young adult participants. 

Although most of the participants are graduates, they still lack their current knowledge 

level as well as disaster preparedness. Most of them have never participated in any 
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earthquake awareness program. Special care should be given to the younger generation 

about their earthquake awareness. Schools and colleges should organize seminars, 

Workshops, and Earthquake drills to create more awareness regarding earthquakes. 

People, especially homeowners, should be made aware of the importance of an 

earthquake-resistant building system. Emergency shelters, Evacuation routes, and 

emergency exits should be implemented. Also, only 410 participants were surveyed for 

this study so for a better output, bigger sample size should be taken into account. 
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Abstract 

The national flags are among the symbolic representations of a country. They make us 
understand the country of interest in a particular issue. Therefore, they are commonly used 
in both private and government organizations. It has been discovered in recent times that 
the younger generation mostly and idly spend its time online; hence, knowing little about 
national flags. Additionally, some national flags (particularly in West Africa) are identical 
in nature. The likeness is in terms of layout, colours, shapes and objects on the national 
flags. Hence, there is a need to have a model for flag recognition. In this paper, national 
flag images of some West African countries were gathered to form a dataset. After this, the 
images were preprocessed by cropping out the irrelevant parts of the images. VGG-16 was 
used to extract necessary features and to develop the deep learning model. This contrasted 
with the existing handcrafted feature extraction and traditional machine learning techniques 
used on this subject matter. It was observed from this study that the proposed approach 
performed excellently well in predicting national flags; with an Accuracy of 98.20%, and 
an F1 score of 98.16%. In the future, it would be interesting to incorporate the national flag 
recognition into Human-Computer Interaction System. For instance, it could be used as flag 
recognition in some mobile and web applications for individuals with colour blindness. 
This research work presents a robust model because of nature of the dataset used in this 
work compared to previous works. 

Keywords: national flag, deep learning, multi-class, VGG, West Africa 
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1 Introduction 

A National flag is one of the symbolic representations of a country. National flag 

together with a nation’s coat of arms are used to emphasize national identity; hence, can 

be used in various gatherings including conferences, sports, and workshops [1]. Due to 

the importance of national flag to a nation, it can be seen virtually everywhere including 

social media websites [2], military operations, various (local and international) 

competitions and occasions, television or print media, soft or hard copy documents, the 

streets among other places [3]. National flag makes us understand the country of interest 

in a particular issue. Therefore, they are commonly used in both private and government 

organizations. Hence, flag recognition is very important to understand a country or 

organization of the subject of concern. 

Additionally, despite the importance of the national flag, some national flags of 

some nations (particularly in west Africa) are identical in nature. The similarity is in 

terms of layout, colours, shapes and objects on the national flags as seen in Figures 1 

and 2. 

 

Figure 1 Two identical national flags based on layout and colour [4] 
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Figure 2 Four identical National flags based on object, shapes, colour and layout [5] 

  

Furthermore, various colour blindness diseases including deuteranopia, protanopia 

and tritanopia incapacitate people with these diseases to identify and differentiate one 

national flag from another which affects their productivity in workplaces and schools. 

However, the recent improvement in Information Technology [6] which result to 

rise of Artificial Intelligence with fields such as Computer Vision and Machine 

Learning [7] which has made various processes to be automated including facial 

recognition, object detection among other things to solve problems in various domains 

[8]. Hence, the way forward is to develop a model which will make use of this Artificial 

Intelligence techniques to recognize and identify national flags to alleviate the 

challenges which are often encountered. 

Currently, works on flag recognition are not much [9]; Hart et al. [10] proposed an 

interactive flag recognition system based on manual cropping of the flag from pictures. 

The system uses colour-based nearest neighbor classifier for the generation of list for 

user to make decision.  In another approach, Jetley et al. [11] created dataset of flag 

images in which the authors used Micro-Structure Descriptor (MSD) by Liu et al. [12] 

for the extraction of features thereafter, SVM algorithm was used for the classification 

of the features and 99.2% accuracy was achieved. Similarly, Hao et al. [13] proposed a 

Color Threshold Determination (CTD) method to identify color flags in which 

Histogram Oriented Gradient (HOG) was used for feature extraction. Recognition 

accuracy of 97.1% was achieved under complex scene, sensitivity of 90.70% and 
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specificity of 99.33%. However, with the emergence of Deep Neural Network (DNN) 

[14] which performs better than the traditional machine learning approach, Gu et al. [9], 

took a binary classification approach to flag recognition to differentiate between flag 

image and other images. In[15] the authors gathered 20,000 images of national flags 

after which color-based descriptor with Convolutional Neural Network (CNN) approach 

was proposed for National flag recognition, mean Average Precision of 89.5% was 

achieved. While Wu et al. [14] took another approach using binary Mask Region-Based 

Convolutional Neural Network (R-CNN) segmentation weights for flag recognition in 

the wild. 

Therefore, the existing approaches cannot be applied on real world scenarios with 

a complex background and the existing of more than one object. Hence, this work aims 

at using multi-class deep learning approach to national flag recognition. For this paper, 

the main contributions include: (i)Proposing a deep learning model for countries’ flag 

recognition, (ii) combining the proposed deep learning with a feature extractor (VGG-

16) to enhance the performance of the proposed approach and (iii) developing a national 

flags dataset to train the proposed deep learning model.  

2 Methodology 

This work proposes to use deep learning approach for flag recognition. In this 

section, the description of the methodology used for automatic national flag recognition 

in West Africa countries is described. 

2.1 Data Description and Preprocessing 

The National flag image dataset was created manually by taking pictures of the 

national flag and from the internet using Google image search, Bing image search, 

Flickr, Facebook, and Instagram. The dataset entails Benin, Cameroon, Ghana, Guinea, 

Guinea-Bissau, Mali, and Senegal national flag images. The details of the national flags 

are given in Table 1. 
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Table 1: Dataset Distribution 

National Flags Number of Instances present 

Benin 708 

Cameroon 715 

Ghana 714 

Guinea 712 

Guinea-Bissau 712 

Mali 713 

Senegal 713 

  

The choice of these country is due to the challenges these flags present including 

intra-class and inter-class variations. Additionally, some of the flags of these countries 

have similar colours with different objects which make the identification of these flags 

to be painstaking as seen in Figures 1 and 2 hence, the model would ensure high 

performance.  

2.2 Labeling 

The ground truth labeling of the images was done manually by carefully 

examining the national flag images and assigning the corresponding label for each 

national flag image. 

2.3 Image Resizing/Normalization 

Since the necessary portion of the flag image has been gotten and unnecessary 

portion cropped out, each of the image maybe in different size. Therefore, there is need 

to resize the images to ensure that the images are configured (in height and weight) for 

the input layer of the training model. 

2.4 Data augmentation  

It is an effective technique to prevent classifier model from overfitting by 

providing randomly distorted training images to the model and thus, allowing the model 

to learn general features [15]. In this research, the training images were augmented by 

randomly zooming the image through 20%, by rotating the image with range value of 
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40, width shift range of 20% and shear range of 20%. This will allow the model to learn 

to identify the flags irrespective of their distance with the camera (zoom). 

After data augmentation, for evaluation purposes, the dataset was partition into 

two, 70% was used for training and 30% was used for testing. 

2.5 Model Design 

In recent times, it has been proved that Deep Convolutional Neural Network 

(DCNN) is efficient for object recognition. Nevertheless, a lot of training images are 

required for this. Therefore, to make the best use of DCNN for national flag recognition, 

we need to use the pre-trained DCNN instead of training a CNN from scratch and this 

comes with several benefits such as less computational power needed since the CNN 

processes the images just once to extract the features. Also, this process requires less 

data as the CNN architecture has activations that could be used for feature extraction to 

obtain a high accuracy [18].  

Therefore, for the feature extraction pre-trained VGG 16 [19] was used for the 

extraction of high-level and the rich features. These extracted features include shapes, 

patterns, colors, and textures, among others. The earlier layers of the network detect 

low-level features like edges and textures, while the deeper layers learn more complex 

features that represent objects in the flags. The extracted CNN features were trained by 

adding flatten layer then two custom dense layers and an output layer which is suitable 

for multi-class problems. These dense layers make use of similarity measurements by 

analyzing the activation values of specific features that have been extracted in the initial 

stage. The similarity measurement helps in comparing different objects among the flags. 

Features with an activation value of zero indicate that they are not activated. The 

number of features (feature index) will continue to decrease from the flatten to the 

output layer which entails the number of classes (0-6) where the final prediction is made 

based on the activated features. A sample of the activation visualization of the features 

is shown in Figures 3-6.  
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Figure 3: Activation visualization of the features for the flatten layer 

 

Figure 4: Activation visualization of the features for the first dense layer 

 

 

Figure 5: Activation visualization of the features for the second dense layer 
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Figure 6: Activation visualization of the features for the output layer 

 

In VGG 16, as shown in Figure 7 the input image is transmitted through a group 

of convolutional layers with a 3x3 receptive field. It is assumed that the convolution 

stride is 1 pixel. For spatial pooling, five max-pooling layers with a stride of two are 

used (down sampling). A 2x2 pixel window is used for max-pooling layers, which 

succeed some of the convolutional layers. After the set of convolutional layers, there are 

three fully connected layers with channel sizes of 4096, 4096, and 1000, respectively.  

Each neuron in the fully connected layer receives information from the activations 

of the neuron in the layer below. The number 1000 represents the total number of 

categories in the ImageNet Large-Scale Visual Recognition Challenge (ILSVRC). 

However, for this research 7 was used since the number of the countries considered is 7. 

The last layer is called the soft-max layer. All the hidden layers are outfitted by the 

rectification (ReLU) non-linearity layer [17] given in equation (1). VGG-16 

architecture's main benefit is that it generalizes well to other datasets [19]. fሺxሻ = max⁡ሺ0, xሻ      (1) 

Furthermore, SoftMax [21] given in equation (2) was applied to produce 

probability values for each class. The class with the highest probability value is the 

identified flag. Multiclass cross entropy was used as the loss function.  σሺz⃗ሻI = ez౟∑ ezౠKౠ=1      (2) 
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Where: σ is the softmax, z⃗ is the input vector, ez౟ is the standard exponential 

function for input vector, K is the number of classes and ezౠ is the standard exponential 

function for output vector. 

 

Figure 7: The architecture of VGG-16 [20] 

In this research, Paper space Gradient (available at: 

https://www.paperspace.com/), an open source web application to create and edit live 

code was used in order to maximize the use of software and hardware resources made 

available for researchers by Paper space 30GB of RAM and 5GB Disk allocated by 

paper space which was used for developing the model. All the algorithms were 

implemented with the use of TensorFlow framework with other libraries including 

OpenCV for manipulating and image preprocessing. 

3 Results and Discussions 

To evaluating this model, the dataset was portioned into two. 70% of the dataset 

was used for training while the remaining was used for testing. Evaluation metrics such 

as Accuracy, F1-Score and recall were used to evaluate the model. 

https://www.paperspace.com/


International Journal of Applied Sciences and Smart Technologies 

Volume 5, Issue 2, pages 255–270   

p-ISSN 2655-8564, e-ISSN 2685-9432 

 

 

 

 
264 

 

  

 

 

 

Table 2: Performance Evaluation 

Metric Score 

Accuracy 98.2% 

Recall 0.8902620087336245 

Precision 0.9280771384659074 

F1 Score 0.9816383477392395 

 

Additionally, Streamlit [23] was used to deploy the model to web application after 

which independent test set was supplied to the web app for prediction as seen in Figures 

8 and 9. 

 

Figure 8. Result of Independent test on Ghana 
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Figure 9 Result of Independent test on Guinea 

 

Failure cases 

Due to high similarity among these flags, there were failure cases in the 

experiment as shown in figures 10 and 11. 
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Figure 10.Result of Independent test on Cameroon wrongly predicted as Mali 

 

Figure 11. Result of Independent test on Senegal wrongly predicted as Ghana 

 

Based on our research, this proposed deep learning approach to national flag 

recognition, entails convolution layers, SoftMax, dense and other special layers 

including dataset of 4987 National flag images. Most of the existing works used 

handcrafted feature extraction techniques. However, deep learning approach was used in 

this work to extract various level features after which the extracted features were passed 

to additional layer that enhanced the accuracy of our model by focusing on the 

necessary features. This work, compared to previous works on this subject matter, such 

as [7] and [13]has better performance in terms of accuracy and precision. 

This approach has lots of advantages such as the use of VGG-16, a pretrained 

model to extract necessary features; then the extracted features are passed through 

additionally convolutional and dense layers thereby neglecting irrelevant features and 

enhancing the accuracy of the model. 

The dataset has a huge part to play in the performance of the deep learning model, 

through national flag images gotten from various sources with different backgrounds 

made the model to be more robust.  
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4 Conclusions 

The aim of this work is to develop a model that would detect and identify national 

flags in an image. For this reason, a model was developed using multi-class learning 

approach. The model was trained on flag image dataset which was collected both locally 

and from the internet summing up 4987 images. This is the first West African flag 

dataset on this subject matter as far as we are concerned.  

The result of this work shows that high accuracy can be obtained with the use of 

dimensionality reduction (feature extraction and selection).  It was observed from this 

study that the proposed approach performed excellently well in predicting National 

flags; with Accuracy of 98.20% and F1 score of 98.16%. As a result of the tedious task 

of gathering dataset, this work was able to gather over 4987 images. Thus, it would also 

be recommended that more data (flag images) be added to the dataset. It would be 

interesting to propose more approaches to national flag recognition which will also 

serve as comparison with this work in future. Furthermore, the application of 

association rule mining techniques for improved prediction, since some flags have 

common objects, shapes, and layout. Hence, association rule mining will help unveil 

these combination patterns in flags for enhanced prediction. 
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Abstract 

The development of Software Defined Networking (SDN) has altered the landscape of 
computer networking in recent years. Its scalable architecture has become a blueprint for the 
design of several advanced future networks. To achieve improve and efficient monitoring, 
control and management capabilities of the network, software defined networks differentiate 
or decouple the control logic from the data forwarding plane. As a result of this, logical 
control is solely centralized in the controller. Due to the centralized nature, SDNs are exposed 
to several vulnerabilities such as Spoofing, Flooding, and primarily Denial of Service (DoS) 
and Distributed Denial of Service (DDoS) among other attacks. In effect, the performance of 
SDN degrades based on these attacks. This paper presents a comprehensive review of several 
DoS and DDoS defense/mitigation strategies and classifies them into distinct classes with 
regards to the methodologies employed. Furthermore, based on the discussions raised, 
suggestions have been made to enhance current mitigation strategies accordingly. 

Keywords: Centralized controller, Software Defined Network (SDN), Denial of Service 
(DoS) attack, Distributed Denial of Service (DDoS) attack, Network security, Mitigation 
strategies 

 

1 Introduction 

Conventional networking infrastructures have great complexity with regards to 

monitoring, control, and management. That is, managing network devices in conventional 

networks poses a tremendous challenge since the configuration of this type of network is 
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based on organizational or supervisory policies. In conventional networks, logic control 

and data forwarding are tightly coupled together [1, 2]. This design architecture inhibits 

flexibility, increases operational cost, and retards innovation irrespective of certain initial 

benefits. Therefore, it implies that conventional networks are thus difficult to maintain 

[3] and cannot serve as the base for developing other emerging technologies like Internet 

of Things (IoT), Cloud, Big Data and many more since adequate bandwidth, adaptability 

and good manageability are required. Due to the paradigm shifts in networking 

architectures over the years, the impact of SDN since its development has adapted to meet 

current networking demands. By decoupling the control plane or logic and the data plane 

[4-6] in SDN architecture as depicted in Fig.1, network scalability, flexibility, and other 

security features are realized to enhance better network performance and management. 

 

Figure 1. SDN architectural layers. 

This design performs a vital task in relation to extensive and high-performance 

computer systems [7]. Based on this architecture, the critical network functions such as 

intrusion detection and routing amongst other functions are essentially handled by the 

linked control and application layer. In the controller, there exist an installed operating 

system (OS) which maps the entire network to a variety of applications and services 

realized in the application layer. The implementation of SDN application enables network 

operators or administrators to have greater control, automation, and optimization over the 

network [8]. A few protocols have been proposed for SDN however, the OpenFlow (OF) 
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is the most used and standardized protocol which coordinates the control plane and the 

data plane via a southbound interface (control channel) [9, 10]. Switches enabled with OF 

have flow tables for storing flow rules for data forwarding. This implies that the switch 

compares the packet header with flow table’s flow rules upon the arrival of a packet. 

Howbeit, in cases whereby no flow rule exists next to the data packet header, a table-miss 

results, and the data packet is transferred to the controller as a Packet-In message. This 

message is then processed by the controller and subsequently, a flow rule with the 

appropriate actions is sent towards the switch [11]. Therefore, it means that the switch’s 

flow table comprise of data forwarding rules transmitted by the controller via the control 

channel. Additionally, it is imperative to note that the status of these rules is temporal 

since limited time is assigned to them after their installation. Thus, they are taken off from 

the flow table after this limited duration. Many recognized industry players in the network 

market like Hewlett-Packard (HP), Computer Information System Company (CISCO) 

etc., are integrating OF in the development of its switches. Although many advantages 

such as scalability, flexibility and manageability of the network have been drawn from 

implementing SDN, the decoupling of the control and data plane exposes the network to 

several or different attacks (conventional and modern) [12, 13]. In reference to these 

security issues DoS attacks or its distributed variant (DDoS) poses the most threat to the 

network in contrast to the other attacks. This implies that a successful DoS or DDoS attack 

has the tendency or ability to entirely disrupt the network by disabling the controller or 

switch [14, 15]. Hence, crippling both the control plane and data plane. In these attacks, 

switches are unable to appropriately transmit packets as required which results in network 

failure and subsequently, a system collapse. Therefore, this paper presents a detailed 

description of DoS and DDoS attacks on SDN infrastructure components, reviews a 

variety of techniques adopted to solve these attacks and provides a comprehensive study 

of these mitigation techniques as well as their benefits and limitations. Outlined in 

sections (2-6) are the most relevant areas that present a complete insight and in-depth 

analysis of DoS and DDoS attacks in SDN, and strategies developed to curb these attacks.  
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2 Operation of the SDN architecture 

The SDN architecture as illustrated in Fig.1 consist of three distinct and decoupled 

layers namely, the Application, Control and Data Forwarding layer. These respective 

layers contain certain vital components that allows for coordination. For instance, the 

application and control layer components coordinate via the Northbound API whilst the 

Southbound API facilitates communication between both the control and data forwarding 

layer. This implies that OpenFlow protocols are the most ubiquitous form of Southbound 

API [16] readily available to facilitate this particular form of interaction. The description 

of the three SDN layers together with the respective functionalities are as follows: 

A. The Application Layer 

It contains several applications (access control, firewall, load balancer, etc.) which 

via the northbound API, interact with the control layer in order to carry out expected tasks. 

The performance of these applications is independent of one another. Hence, they can be 

enabled or disabled based on requirements and network configuration by the 

administrator. In this regard, installing new applications are easy to perform and already 

existing applications can equally be uninstalled without affecting the operation of the 

SDN. 

B. The Control Layer 

This layer comprises of the centralized controller which has an embedded operating 

system (OS) that controls the entire SDN network. Here in this layer, the application 

layer’s specifications are interpreted downwards to the data forwarding layer thus, 

providing an overview of the network. In relation to distributed software defined networks 

it is important to note that the coordination of the different controllers via the Westbound 

and Eastbound interfaces are made possible in this very layer. Aside the controller, the 

control layer houses other components like the network OS, APIs, and the network 

manager to facilitate a more efficient interaction and control of the network. 

C. The Data Forwarding Layer 

It is considered as one of the major blocks of the SDN architect since it is 

comprising of many essential devices like routers, switches, access control and virtual 

switch that supports the operation of the SDN network. Alternatively referred to as the 
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network infrastructure layer, the data forwarding layer employs devices that can be 

connected in several topologies as well as to hosts and servers. Thus, to be able to obtain 

flow rule to ensure data forwarding, every device in this very layer is linked to the 

controller via an exclusive connection. As illustrated in Fig.2, a simplified tree topology 

based SDN architecture is presented.  

 

Figure 2. Simplified SDN architecture. 

This simplified architecture consists mainly of a SDN controller, switches, the 

sending and destination or receiving host. To ensure a successful delivery of data from 

the sending host to the destination host, provided no flow rules are installed, it implies 

that a data packet must be first sent to switch 2 as indicated by process M. Afterwards, a 

packet-in message is then sent from switch 2 to the controller (process N). It is important 

to note that this is dependent on the network configuration, an exclusive connection (link) 

as well as the open flow version [6]. In responds, the controller delivers a packet-out 

message back to switch 2 (process O). Based on the feedback response from the 

controller, data packets are transferred from switch 2 to switch 1 for further actions. Upon 

the arrival of the data packets in switch 1, a similar activity (between switch 2 and 

controller) is carried out again with the controller to enquire with regards to the 
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destination of the data packet. This is indicated by the process Q and R. The controller’s 

response from switch 1 subsequently allows for data packets to be transferred to switch 3 

(process S). The data packets are thereafter sent from switch 3 to the controller and back 

from the controller to switch 3 as shown by process T and U respectively. The data 

packets then received by the destination host via switch 3 as depicted by process V. 

Hence, to install the flow rules, all the processes (M, N, O, P, Q, R, S, T, U, V) must be 

successfully completed to guarantee the reception of data packets by the destination host 

from the sending host. Immediately these flow rules are installed, subsequent data packet 

deliveries are undertaken via only process M, P, S, and V as well as through all the 

respective switches. However, in the event of a role reversal (whereby the destination 

host becomes the sender, and the sending host becomes the destination host) a new flow 

rule must be installed. Therefore, the movement of data packets would be in the opposite 

direction. 

3 DoS and DDoS attacks in SDN 

The centralized nature of the SDN network, exposes it to certain severe attacks and 

security threats. Notable amongst these are Denial of Service and its distributed variant 

(DDoS) [17, 18]. A Denial-of-Service attack is a system-to-system security threat that 

occurs when data packets are flooded towards a targeted system (destination like server, 

web application etc.) in a manner that new flow rules are required for every data packet 

involved. The goal of this kind of attack is to overwhelm the processing ability of the 

targeted system in order to make its resources unavailable. The severity of this attack 

grows on much larger scale with DDoS when spoofed packets containing arbitrary 

addresses (sending and destination addresses) are sent by multiple systems to a targeted 

system in such a way that resources of the network are made inaccessible to authorized 

users. Furthermore, DoS attacks and its variants can be launched to consume especially 

bandwidth and other vital network resources. The repercussion of these attacks on the 

SDN infrastructure is mostly costly as its effect extends to the application, control, and 

data forwarding layer as a result of their evolving nature. 
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Table I. Summarized comparison between DoS and DDoS in SDN 

Denial of Service (DoS) Distributed Denial of Service (DDoS) 

It originates from a single source to 
overwhelm targeted resources 

It emanates from multiple sources to inflict 
damage. 

Rate of attack is slow Rate of attack is very fast 
Less traffic volumes are forwarded to 
targeted resources 

Much larger traffic volumes are forwarded 
since it is a coordinated attack. 

It is relatively easier to detect and 
trace the origin of attack 

It is complex to detect and trace due to many 
disguised attack origins. 

 

4 The Taxonomy of DoS and DDoS attacks 

To provide solutions to the aforementioned attacks upon their detection, it is 

essential to classify them into respective groups so as to easily identify and efficiently 

administer the most appropriate mitigation technique or strategy to aid in combatting 

these attacks. 

 

Figure 3. Taxonomy of DoS/DDoS attacks in SDN architecture. 
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A variety of classifications of the denial of service and its distributed variant is 

presented in Fig.3 based on the attack type, strength, impact, and vulnerabilities of the 

OpenFlow data forwarding switches. 

 

A. Classifying by Attack Type 

The category of DoS/DDoS attacks which primarily seeks to exploit the different 

interfaces (channels or APIs) in SDNs [19-22] by solely forwarding enormous size of 

spoofed data packets with the intention to flood and consume channel bandwidth is 

termed as Bandwidth saturation attacks. As opposed to bandwidth saturation, resource 

saturation attacks mainly aim at overwhelming the resources (physical memory/RAM, 

processor/CPU) of the devices (controllers, switches etc.) in the SDN network. 

Subsequently, successful launch of these attacks results in high latency, total degradation 

of the quality of service (QoS) and unavailability of service to authorized users [23]. 

B. Classifying by Attack Strength 

In reference to the transmission rate of the attack data packets forwarded towards 

the target SDN network, DoS/DDoS attacks can again be categorized based on strength. 

This implies that, given DoS/DDoS attacks with higher attack strength compared with the 

target network, a successful launch causes heavy damage to the switch’s resource and 

simultaneously congesting the southbound API (control channel). More so, with regards 

to attacks possessing lower attack strength than the target SDN, a sizeable amount of the 

bandwidth that has been apportioned to authorized users is hijacked. This type of attacks 

is difficult to detect and are capable of remaining untraceable and active. A typical 

illustration is the attack employing mobile botnet [24]. In Stealthy attacks, attack flows 

are made to last in the flow table for a short idle_timeout value. This makes such attacks 

undetectable since these flow entries quickly expire in the switch before the networks 

defensive mechanisms are triggered. Thus, it imposes a long-term effect (financial loss) 

on the network. 

C. Classifying by Attack Impact 

There are mainly two classes of the impact of DoS/DDoS attacks on different target 

modules. These include the local and global impact. The impact of an attack is termed 

local provided the whole network experiences no malfunction. That is, only hosts that are 
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connected directly or indirectly to the switches in worst-case scenario are affected. This 

type of impacts is mostly undetectable in the network and causes a long-term effect on 

the network. Conversely, the impact of an attack is defined as global when the whole 

network is prone to entirely fail, malfunction and collapse upon its successful launch. 

Therefore, this implies that, authorized users of the network are can neither send nor 

receive data in this regard [25-27]. 

 

 

D. Classifying by Switch Vulnerabilities 

The quest to provide scalability and control in SDN, has resulted in the exposure of 

the OpenFlow switches in the network to be targeted by DoS/DDoS attacks. These 

include flow table overloading, target buffer overflow, altering of flow entries duration 

and open flow agent (OFA) overloading. It is imperative to note that OpenFlow switches 

have limited memory and processing capabilities [28]. When a target switch is flooded 

with data packets (having several addresses) by an immediate host, the flow table is 

searched for each data packet and subsequently forwarded to the controller which installs 

flow rules against the respective packets. However, due to the enormous amount of data 

packets, the flow table is bound to overflow. Thus, in this situation, the controller can 

therefore, not assign new flow rules due to the limited capacity which leads to packet 

drops. Additionally, overloading of the OFA potentially results due to these 

aforementioned points. In the event of a target buffer overflow, forwarding of a complete 

packet causes successive and extensive use of the controller’s resources [29]. This in 

effect increases latency and response time as well as magnifies the rate of packet loss 

[30]. Hence, DoS/DDoS attacks exploits all these raised issues to inflict damage to the 

network. Furthermore, the timeout mechanisms (idle_timeout and hard_time) employed 

in flow entry durations provides an avenue for stealthy DDoS attacks which makes use of 

the minimal durations to send attack flows. Thus, crippling the SDN in a long term. 

5 Mitigating strategies and probable challenges 



International Journal of Applied Sciences and Smart Technologies 

Volume 5, Issue 2, pages 127-158  

p-ISSN 2655-8564, e-ISSN 2685-9432 

 

 
280 

 

  

To curb or curtail the DoS/DDoS attacks in Software Defined Networks (SDNs), 

different detection and mitigation strategies have been developed to repel and safeguard the 

network against such threats [31-34]. These mitigation strategies can be grouped as follows: 

 

A. Machine Learning Strategy 

This type of mitigation technique is currently employed in most SDNs as one of the 

effective defense strategies to combat DoS/DDoS attacks. To safeguard the SDN network 

against the aforementioned attacks, in [35], an adversarial deep learning approach detection 

and defense was proposed. This approach employed a Generative Adversarial Network 

(GAN) framework to detect DDoS attacks and utilized adversarial training to make network 

system less sensitive to experimented adversarial attacks. The network traffic was sampled 

and analyzed every one second to achieve almost real-time results (detection response 

time). Although this approach delivered a performance score of about 95.54%, it was 

limited to only common and recent types of DDoS attacks. A Monte Carlo tree search 

(MCTS) algorithm was presented in [36] to generate adversarial examples of cross-site 

scripting (XSS) attacks. In this work, the algorithm is made to allow the generation model 

to proffer reward value that depicts the likelihood of the generative examples bypassing the 

detector. A generative adversarial network (GAN) framework was employed to optimize 

and increase the detection rate of these attacks. The percentage of improvement with respect 

to the accuracy was significant. However, rigorous training is required over several 

iterations to ensure an increase in the detection rate. In [37], a deep neural network model 

to safeguard against adversarial examples was proposed. In this regard, it is evident that 

different machine learning techniques can be used to safeguard software defined networks 

[38-40]. 

 

B. Policy and Resource Management Strategy 

Providing protection against DoS/DDoS attacks requires adaptive policies that would 

render some degree of security for the network. In contrast to conventional networks which 

are managed based on static security policies, it is fundamentally advantageous to define 

dynamic security policies for SDN based on the system properties and network statistics. 

Thus, by configuring and managing the SDNs resources, DoS attacks are avoided. In [41], 
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a two-level balancing solution composed of conventional and load balancing between 

servers and network devices respectively was proposed. This method employs Callophrys 

and efficiently distributes traffic between all alternative routes in the SDN network. In 

effect, this approach increases the survival time of the network during DDoS attacks. A 

software defined-internet of things (SD-IoT) algorithm was proposed in [42] to mitigate 

DDoS attacks. This algorithm efficiently gets the threshold value of the cosine similarity of 

the vectors of the packet-in rate and subsequently determines the occurrence of a DDoS 

attack based on the value. Hence, employing both the SD-IoT framework and algorithm 

enables the blockage and traceability of these attacks. Therefore, the use of policies and 

resource management mitigation strategies equally offer protection for SDNs against 

DoS/DDoS attacks [43-45]. 

 

C. Deception, Blocking/Dropping Strategy 

Creating unpredictable surfaces by altering the properties of the network system is 

another mechanism employed to guard against adversarial DoS/DDoS attacks. Blocking 

entails obstructing the port carrying the malicious host and extends to dropping such 

traffics. These strategies are, therefore, key to ensuring the safety and reliability of software 

defined networks. A DaMask architecture was presented in [46] as a control structure to 

enable efficient attack reactions in software defined networks and cloud-based computing. 

It embodies an anomaly detection module for matching flow packets with attack patterns 

and a mitigation module to facilitate in proffering the right solution upon detection of a 

DoS/DDoS attack. To surmount DoS attacks and it distributed variant, [47] suggested a 

distributed Firewall having Intrusion Prevention Security (IPS) capabilities. Here, incoming 

data packets are acted upon based on the firewall statistics and flow rules embedded in the 

switch. Detection of any malicious anomaly leads to the forwarding of packets to the 

controller for detailed analysis to be performed. If an attack is confirmed, the installed 

firewall rules immediately drop the malicious traffic. Several blocking strategies have been 

proposed in [48-50] to mitigate DoS/DDoS attacks in SDN infrastructure. Therefore, this 

strategy can be adopted to effectively safeguard the network against these attacks. However, 

it is imperative for the system to also distinguish clearly between false alarms (false cases 

of DoS/DDoS attacks) and real attacks to avoid blocking or dropping of legitimate users. 
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D. Delaying and Collaborative Strategy 

Safeguarding a software defined network against DoS/DDoS attacks can be achieved 

by an individual network or through a collaboration between multiple networks. More 

importantly, individual networks employ delaying as a strategy to mitigate denial of service 

attacks. In contrast to deception and blocking strategy, delaying approach keeps malicious 

traffics but under controlled circumstances. This implies that low trust-value is assigned to 

this type of traffic to allow some degree to communication with the network but at a very 

limited rate. Regardless of this mitigation approach, malicious traffic however consumes 

some amount of network resources in the long term. In relation to this subject, different 

works have been conducted to provide solutions to effectively optimize delay strategies to 

protect SDNs against the attack. In [51], every new and incoming data packet is assigned 

with a trust or priority value which is internet protocol based. Data packets are prioritized 

on mainly the trust value and are subsequently forwarded to the controller as packet 

headers. Thus, in this manner, DDoS attacks are well mitigated by efficiently utilizing the 

resource management switch. Other alternative methods have been proposed as 

FlowRanger in [52] to enable network controllers to effectively prioritize the mitigation 

solution. This is achieved with a trust management, queuing management and request 

scheduling modules to allocate to every flow request a trust or priority value, maintain 

numerous queues with several priority and employ weighted round-robin for processing 

queues respectively. In view of this, delaying can therefore be classified as an alternative 

measure to guard software defined networks against DoS/DDoS attacks [53-58]. Table II. 

presents an overview of the discussed mitigation strategies proposed in different related 

works for detection and safeguarding of the software defined network against DoS/DDoS 

attacks. 

 

 

 

 

Table II. Overview of different DoS/DDoS mitigation strategies in SDN 
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Author 
Type of 
mitigation 
strategy 

Area of 
focus 

Overview 

[59] Machine 
Learning 

Control and 
Data 
Forwarding 
Layer 

Presented a Woodpecker with an effective 
Heuristic algorithm for mitigating DDoS 
attacks (Link Flooding Attach) 

[60] Machine 
Learning 

Control 
Layer 

Proposed a deep learning approach to 
achieve greater detection accuracies of 
DDoS attacks in real time and with the aim 
to reduce SDNs resource dependency 

[61] Machine 
Learning 

Application 
Layer 

Suggested a blockchain framework known 
as Cochain-SC having an intra and inter-
domain strategies to realize real time 
detection and mitigation of DDoS attacks. 

[62] Machine 
Learning 

Control 
Layer 

Developed a mitigation strategy based on 
the flow table’s hit rate gradient (time 
feature) and adopted a real time detection 
and defense against DDoS attacks by 
employing a back propagation neural 
network. 

[63] Machine 
Learning 

Application 
Layer 

Presented a blockchain -based framework 
(Cochain-SC) with intra and inter-domain 
DDoS mitigation. The respective domains 
achieved real time detection and mitigation 
of illegitimate flows inside the domain as 
well as facilitate the collaborative among 
SDN-based domain peers. 

[64] Machine 
Learning 

Data 
Forwarding 
Layer 

Proposed an Ethereum blockchain which 
utilized smart contracts to defend SDN 
against DDoS attacks across several 
domains via detection algorithms and filter 
systems. 

[65] Policy and 
Resource 
Management 

Control 
Layer 

Presented a random route mutation (RRM) 
that puts together game theory and 
constraints satisfaction optimization to get 
the most preferred strategy for DoS/DDoS 
attack deterrence. 

[66] Policy and 
Resource 
Management 

Data 
Forwarding 
Layer 

Suggested an AVANT-GUARD to guard 
against resilient TCP SYN flood. Based on 
actuating triggers, the detection, response, 
and control of the traffic rate are thereby 
mitigated. 
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[67] Policy and 
Resource 
Management 

Control and 
Application 
Layer 

Offered a Dossy application which operates 
in the application layer to curtail DoS 
attacks. This approach employed flow and 
packet-in analysis to deliver messages to 
detect and prevent DoS attacks in SDN 

[68] Policy and 
Resource 
Management 

Control and 
Data 
Forwarding 
Layer 

Presented a lightweight DoS detection and 
mitigation system known as FlowFence. It 
essentially comprises of switches and 
controller for detection of traffic congestion 
and bandwidth flows control respectively. 

[69] Policy and 
Resource 
Management 

Control and 
Application 
Layer 

Proposed a framework called 
FloodDefender to defend the controller 
against DDoS attacks. Mitigation is 
achieved by the utilization of packet-in 
message for attack detection, filtering of 
packets and efficient management of flow 
rules. 

[70] Policy and 
Resource 
Management 

Control 
Layer 

Suggested an SDNManager that mainly 
expects constant monitoring of flow 
information and future estimation of 
demands of bandwidth in the SDN. It 
therefore implies that, penalization of flows 
exceeding required estimates exist to 
facilitate mitigating the network against 
attacks. 

[71] Policy and 
Resource 
Management 

Control 
Layer 

Presented a mechanism to mitigate DDoS 
attacks by dropping packets dependent on 
the packet-in thresholds. In this regard, 
packets and bytes counts are the required 
parameters or statistics for the controller to 
ensure detection of such attacks. 

[72] Policy and 
Resource 
Management 

Control 
Layer 

Recommended an effective mechanism to 
guard against DDoS attacks by monitoring 
the fairness of packet-in messages or packet 
ratios and distribution of hosts. 

[73] Policy and 
Resource 
Management 

Control and 
Data 
Forwarding 
Layer 

Addressed low-rate DoS attacks by 
installing and monitoring flow rules on 
respective switches to facilitate detection of 
low-rate TCP attacks. Thus, reduction in 
bandwidth and mitigation on ingress 
switches were proposed as a solution to this 
type of attack via constant monitoring. 

[74] Blocking and 
dropping 

Control 
Layer 

Proposed the implementation of SLICOT in 
the controller to safeguard SDN against 
TCP SYN flooding attacks. This was 



International Journal of Applied Sciences and Smart Technologies 

Volume 5, Issue 2, pages 127-158  

p-ISSN 2655-8564, e-ISSN 2685-9432 

 

 
285 

 

  

achieved by installing provisional 
forwarding rules in TCP handshaking 
processes and after request validations. 
Thus, its capability of detecting and 
blocking malicious requests that would 
potential jeopardize the SDN. 

[75] Blocking and 
Dropping 

Application 
and Data 
Forwarding 
Layer 

Presented an architecture that employs 
OpenFlow and sFlow to detect and mitigate 
DoS attacks. Detection of anomalies are 
done with an entropy-based algorithm and 
dependent on sampled data from the sFlow. 
Hence, alteration of the flow table and its 
entries ensures the safety of SDN by 
blocking malicious traffic. 

[76] Blocking and 
Dropping 

Control 
Layer 

Suggested a vital framework called 
NIMBUS for detecting DoS/DDoS attacks 
by thoroughly analyzing traffics. This 
implies that malicious traffic is blacklisted 
or rate limits applied with auto scalable 
VMs to ensure effective mitigation. 
 

[77] Blocking and 
Dropping 

Control 
Layer 

Presented a link flooding attacks 
(LFA)Defender which explores or inspects 
the SDN to recognize probable target links, 
reroute traffics in events of congestion and 
blocks harmful traffics. This provides the 
requisite flexibility and economic 
efficiency. 

[78] Blocking and 
Dropping 

Control 
Layer 

Proposed an architecture referred to as 
RADAR to enable detection of DDoS 
attacks by utilizing adaptive correlation 
analysis. Thus, by employing a port-based 
max-min fairness approach, malicious 
traffics are dropped via analysis 

[79] Blocking and 
Dropping 

Data 
Forwarding 
Layer 

Incorporated the data plane in the defense 
mechanism to eliminate dependency on the 
network controller in the control layer. In 
this regard, detection of DoS/DDoS attacks 
is made by propagating alarm across the 
SDN using probe packets. As a result, 
mitigation measures (traffic dropping, IP 
obfuscation) were adopted to handle these 
malicious traffics. A typical example is 
with respect to FastFlex. 
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[80] Blocking and 
Dropping 

Data 
Forwarding 
Layer 

Proposed a policy enforcement engine 
known as Poseidon to defend DDoS 
attacks. This utilized modularized defense 
primitives to throttle denial of service 
attacks and its distributed variant in SDN  

[81] Blocking and 
Dropping 

Application 
and Data 
Forwarding 
Layer 

Introduced a new security plane along with 
the data plane. Imperatively, this is parallel 
to the control plane. Pyretic is used by 
switches in the data plane to forward 
packets to detection engines. To throttle 
DDoS attacks, these engines forward the 
right rules to the controller for insertion into 
switches. Hence, effective for safeguarding 
SDN against malicious attacks. 

[82] Blocking and 
Dropping 

Application 
and Data 
Forwarding 
Layer 

Proposed a transparent intrusion detection 
system (TIDS) which offers a distributed 
and scalable remedy against DDoS attacks. 
To achieve detection of intruders and 
mitigating low-level DoS attacks, a polling 
processor is employed to perform analysis 
on flows, recognize anomalies and forward 
modified requests of flows to realize the 
blocking of malicious addresses. 

[83] Delaying and 
Collaborative 
Strategy 

Control 
Layer 

DrawBridge was proposed to facilitate 
between ISPs and hosts an end-to-end 
effective/reliable communication. 
Implemented in SDN as a controller, it 
forwards flow rules to switches in the ISP 
and interacts with other controllers in the 
ISP upstream. Thus, it enables filtering of 
malicious DDoS traffics via thorough 
verification, processing and deployment of 
flow rules. 

[84] Delaying and 
Collaborative 
Strategy 

Control 
Layer 

Developed an SDN controller-to-controller 
based protocol for collaborative defense 
against DDoS attacks. This protocol 
enables secure interaction and exchange of 
attack information between established 
SDN controllers. Thus, this allows for 
effective monitoring, alert of malicious 
paths and filtering of traffics close to the 
source attack 

[85] Delaying and 
Collaborative 
Strategy 

Application 
and Control 
Layer 

Proposed a FireCol architecture as an 
effective solution against flooding DDoS 
attacks based on early detection. The 
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architecture incorporates intrusion 
prevention systems (IPSs) for creating 
virtual shield rings around hosts. This 
imperatively ensures the exchange of vital 
traffic information to safeguard end users 
and the entire network’s infrastructure. 

[86] Deception 
and Moving 
Target 
Strategy 

Control 
Layer 

Proposed a smart moving target defense 
linked proactive and reactive virtual 
machine migration scheme.  This scheme 
improves or optimizes the migration 
frequency to reduce resource wastage and 
curb attack impacts. In this regard, 
protection against DDoS attacks is 
improved by employing false reality 
pretense to repel malicious attacks and 
study attack patterns. 

[87] Deception 
and Moving 
Target 
Strategy 

Control 
Layer 

Presented a controller placement 
camouflage solution to effectively alter the 
attack surface in moving target defense. A 
stochastic game (Zero-Sum) is used to lead 
the MTD solution between the system 
defender and attacker. Thus, this technique 
enables real time risk evaluation of network 
vulnerabilities based in a Bayesian Attack 
Graph and constantly shifts the location of 
the SDN controller.  

[88] Deception 
and Moving 
Target 
Strategy 

Control 
Layer 

Introduced an agile architectural framework 
to exploit SDN and NFV by applying 
moving target defense and network 
forensics techniques. Interested traffics are 
stored by the VCP framework and 
forwarded to the SDN controller for 
thorough analysis. Route mutation was 
employed to guard against DDoS attacks by 
obfuscating the network’s topology 
information. Thus, an effective MTD 
strategy for protecting SDN although much 
storage of traffic data is required.  

[89] Deception 
and Moving 
Target 
Strategy 

Control 
Later 

Addressed protection against DDoS attacks 
by leveraging MTD security in SDN 
enabled cloud infrastructure. Reduction in 
frequency and selection of location of target 
mobility across heterogeneous VM based 
on the probability of the attack was the 
focal point for subsequent framework 
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development. This proved effective based 
on low success rate of attacks.  

[90] Deception 
and Moving 
Target 
Strategy 

Control 
Layer 

Developed an SDN-based MTD system 
known as CHAOS to obfuscate the attack 
surfaces to enhance the uncertain and 
unpredictable nature of the environment. 
This is best achieved with the proposed 
Chaos Tower Obfuscation algorithm. 
Therefore, this offers several degrees of 
obfuscation for hosts thus, enabling the 
realization of moving target defense in 
SDN controller based networks. 

 

Upon reviewing DoS/DDoS attacks, its effects on the SDN architecture (layers) and several 

mitigation strategies adopted to guard networks against them, it is vital to find an optimal 

and robust security that guarantees protection for legitimate users from all forms of 

vulnerabilities. Practically, this is very essential for integration on other modern networks 

or frameworks like the SDN-IoT networks [91-93], smart grid security networks [94-100], 

industrial networks [101-105], enterprise networks [106-109], backbone networks [110-

115], 5G networks [116-118], and software defined network optical networks (SDON) 

[119, 120]. Therefore, future works can incorporate certain combinations of the reviewed 

mitigation or defense strategies with modules capable of: 

1. Efficiently detecting real-time attacks with optimal response time 

2. Effective processing of data packets  

3. Adding extra traffics to enable effective verification 

4. Ensuring the long-term reliability of the SDN 

Hence, it is worth noting that, the quantity and quality of network traffics are essential 

parameters for thorough examination and assessment of the discussed defense or mitigation 

strategies in SDN. 

6 Conclusions 

The scalability, control, and manageability of SDNs offer network developers a 

flexible platform to fabricate and run self-made protocols without changing existing 

hardware in the network. This dynamism had made it a preferred choice with regards to 

current and future network developments. Considering the drawbacks in reference to 
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security in SDNs, this paper presented a detailed review of potential mitigation strategies 

to tackle most well-known DoS and DDoS attacks. Furthermore, based on the discussed 

methods, it is thus essential to enhance current mitigation strategies more collaboratively to 

ensure faster and efficient attack detection, maximum security, reliability and longevity to 

SDN infrastructures. 
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Abstract 
Resources have economic value, form, quality, quantity, grade, geological characteristics, and 
certain sustainability to be extracted economically. Mineral resources decrease based on the level 
of geological confidence in the Inferred, Indicated, and Measured categories. This study uses the 
Ordinary Kriging geostatistical method to assess the potential of nickel laterite resources and the 
distribution of nickel mineralization levels in the study area. The research methodology was 
inspired by statistical and geostatistical analysis, starting with univariant statistical analysis, 
spatial statistics, bivariant statistics, and resource estimation. For later use in determining the 
distribution of mineralization grades and classifying nickel laterite resources using the Relative 
Kriging Standard Deviation (RKSD) calculation. This method estimates nickel content in a block 
whose grade value is unknown. The results of statistical calculations using Ordinary kriging 
obtained an average grade value of 2.90% Ni. Mineralization data for nickel content in limonite 
layers with Ni content of 0.5 – 1.3% and saprolite layers with Cut of Grade (COG) Ni, > 1.4 – 
3.1% Ni in limonite and saprolite layers are projected in the block model. The estimated tonnage 
of nickel resources using the OK method is 670,837.83 tonnes. Laterite nickel resource 
classification results RKSD calculation are classified into measured resources (Measured). 

Keywords: nickel laterite, resource estimation, grade, tonnage. 

 

1. Introduction 

 Indonesia is the world's second-largest nickel producer after Russia, contributing 

around 15% of world nickel production in 2010 [2, 12]. The Eastern Indonesia region, 

especially in Central Sulawesi, has potential mineral resources in nickel laterite deposits in 

the Morowali district. Nickel ore deposits found in Morowali are lateritic nickel ore deposits 

formed from the weathering of ultramafic peridotite, dunite, and serpentinite containing 

2.0% Ni; these deposits have profitable potential for mining [7]. The term Laterite is taken 

from the Latin "later," which means red brick, which was put forward by Buchanan Hamilton 

http://creativecommons.org/licenses/by/4.0/
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(1807). Nickel laterite deposits are formed from the weathering of ultramafic parent rocks 

[5]. Nickel ranks second after manganese, a metal alloy material, where its presence is 

estimated to be 3% in the earth's core and 0.003% in the earth's crust. Nickel is produced 

from the recycling of scrap stainless steel and used batteries whose anodes use a nickel alloy 

[6]. 

 Univariate statistical analysis is an analysis of the description of a variable or a 

collection of variable populations that describes the characteristics of the data variables from 

the description values , such as the average value, median, maximum value, minimum value, 

coefficient of variation, standard deviation, and skewness. The spread of variability of a 

population can be seen in the value of standard deviation and variance [3]. The coefficient 

of variation is used as the basis for estimating resources; if the coefficient of variation is 

equal to or below 1.5, then using the IDW and ordinary kriging methods is good for 

estimating resources [10]. The principle of using the ordinary kriging method, which is used 

when the average thickness is unknown, then estimates the thickness value of a block whose 

thickness value is either vertically or horizontally so that a three-dimensional block model 

will be obtained. After obtaining the shape of the sediment model, the volume will be 

calculated so that a resource estimation result will be obtained [11]. In getting the average 

value as a form of data 2 dimensions and depiction of data distribution Nickel Using required 

composite assay with the following equation [8]. The variogram is often used as a 

geostatistical analysis tool by considering the correlation of data to determine the size of the 

sample points against the space where the sample points are not estimated [4]. In Blackwell's 

study (1998), if the RKSD value (relative kriging standard deviation) is below 0.3, then it is 

included in the inferred resource; if the RKSD value is between 0.3 to 0.5, then it is included 

in the indicated resource; and if the RKSD value is above 0.5 then it is included in the 

measured resource. The RKSD equation is [1]. There are several methods for estimating 

resources. In addition to resource estimation using the IDW method, there are also resource 

estimates using the Kriging and NNP methods. Further research is needed regarding other 

resource estimation methods [9]. 

 Therefore, the author is interested in researching nickel mining companies; in 

laterite nickel mining, estimates are needed to determine the number of resources before the 
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mining process occurs. Therefore, researchers conduct research by estimating resources 

using the ordinary kriging method. So that the company has relevant information, it can 

minimize the factors that cause discrepancies during the mining process. 

2. Methods 

 The data for estimating nickel laterite resources is secondary data obtained from 

drilling. The data includes drill point codes, location coordinates, laterite nickel thickness, 

and laterite nickel content. The laterite nickel resource estimation method used the ordinary 

kriging geostatistical method. This method was chosen because it is considered more 

thorough than conventional methods.  

 Ordinary kriging assumes the population mean is constant, but unknown, whereas 

the variogram of Z(s) is known. This method is a method that provides a Best Linear 

Unbiased Estimator (BLUE). Ordinary Kriging weights satisfy the unbiased property with 

Sum, where n is the known number of samples. The usual kriging weight value can be 

obtained through the following equation: 

 

The additional parameter m is the Lagrange multiplier used to minimize the kriging error. 

The following equation can obtain ordinary kriging interpolation: 

(S0)=T.Z 

and the kriging error variance var((S0)) can be obtained from the equation: 
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3. Result and discussion 
Drill spread 

 Exploration drilling carried out at PT Mahkota Semesta Nikelindo resulted in an 

irregular distribution of drill points with a total of 56 drill points with an average information 

retrieval or drilling spacing of 25 meters which is detailed information retrieval and is 

included in measured resources as explained in SNI 2019 regarding reporting of exploration, 

mineral resources and reserves that measured resources are not more than 50 meters in 

gathering information. The map can be seen in Figure 1 below. 

 
Figure 1. Drill point distribution map 

 
Univariant Statistics  

 Descriptive statistics describes a mathematical distribution to determine the mean 

value and the difference between each value and the mean. The values that appear when 

statistical analysis is carried out are the mean, variance, standard deviation, and coefficient 

of variation, and the Geometry Mean values become parameters in the formation of 

distribution graphs in the form of histograms. The histogram graph that appears is a depiction 
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of the distribution of data which intends to provide an overall picture of the shape of the 

distribution and make it easier to identify data errors. The histogram that appears is an outlier 

histogram, which means there is still a possibility of data errors, so a cutlier is needed to 

eliminate these errors so that errors do not occur when carrying out spatial statistical analysis. 

Limiting the margin of error that may occur with the following equation is necessary. 

Confidence interval 

95% = x̅ + 2S 

Statistical results can be seen in Figure 2 histogram of Ni content composite downhole data.  

 
Figure 2. Histogram of composite downhole data for Ni content 

 
 

 The results of the descriptive statistical analysis in Table 1 are descriptive statistics 

with several samples, variance, mean, and coefficient of variance, where these values will 

become parameter values in resource estimation. The skewness value is the data symmetry 

value, where 0 (zero) is the data symmetrical value. Table 1. has a skewness value that is 

still good because it is not too far from the number 0 (zero), and the difference between the 

mean and the median is not too far or even close. Hence, the possibility of error is relatively 

small. 
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Table 1. Statistical report on composite downhole data for Ni content 
Parameter Sampel composite cut 

Number of Data 661 
Mean 1.605174 
Median 1.500000 
Geometri mean 1.508518 
Minimum 0.270000 
Maximum 3.500000 
Stdt Dev 0.548176 
Variance 0.300497 
Coefficien of variation 0.341506 

 
Spatial Statistics Analysis 

 In the variogram analysis, horizontal and vertical variogram fittings will be carried 

out to find bearing, plunge and dip values. From the results of bearing, plunge, and dip, 

major, semi-major and minor values will be obtained in determining ellipsoid anisotropy in 

the distribution of lateritic nickel deposit levels, besides that it can also determine the 

potential of the distribution direction of nickel laterite based on the variogram maps formed. 

In the experimental semivariogram calculation, data from MS Excel is required which 

includes the sample code or drill point code, sample coordinate points and nickel content. 

The experimental semivariogram is calculated from four directions, namely: 0⁰, 45⁰, 90⁰ and 

135⁰. Structural analysis or matching between data patterns in experimental semi-variogram 

models and theoretical semi-variogram models. The selection of this variogram model will 

then greatly determine the results of the estimation process in correcting and interpreting the 

value of a variable. Structural analysis also obtained a shape that shows elliptical geometric 

anisotropy for nickel content with the direction used, namely N 0⁰ E. 

 Figure 3 shows the value of the variogram model of the formed Omnidirectional 

variogram which produces a sill value of 0.622430, a nugget of 0.357796 and a range value 

of 47 m. 



International Journal of Applied Sciences and Smart Technologies 

Volume 5, Issue 2, pages 303–314 

p-ISSN 2655-8564, e-ISSN 2685-9432 

 

 

 
309 

 

  

 
Figure 3. Variogram models 

 
Resource modeling and estimation 

 In estimating resources, the data is first made into a block model where the creation 

of this block model is intended so that the data that has been estimated with the determination 

of the drill point can be estimated by making small blocks of a predetermined size from the 

company to show the content of a metal such as Ni, Fe, and others. The block modeling 

made is adjusted to the drill point spacing of 25 m so that the size of the block model will 

match the drill point spacing. The making of the block model is adjusted to the distribution 

of mineral deposits. The maximum user block size is 10 meters long, 10 meters wide, and 5 

meters thick, while the minimum Sub Block Size is 5 meters long, 5 meters wide, and 1 

meter thick. 

 
Figure 4. Block model of the saprolite and limonite layer 
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 Making block models for saprolite and limonite layers with a Cut off Grade (CoG) 

value of > 1.4% Ni is carried out with a Minimum % of the sample to be included, namely 

75 m, Maximum Search radius, which is 50 m, and the Power used is 2, the greater the power 

used, the greater the volume generated to obtain data on total laterite nickel resources. The 

basic concept of making the block model itself is based on the drill point spacing in the field, 

which, as shown in Figure 4, shows the block size that matches the drill point spacing in the 

field, in this case, the block size is ¼ of the drill point spacing. 

 In mining at PT Mahkota Semesta Nikelindo itself, it has a cut of grade, which is 

1.4% taken from the company's recommended COG, while the recommended density for 

OB or levels below COG is 1 kg/m3 and for ore, which is 1.55 tonnes. The tonnage will later 

be obtained, which is the result of the equation of 

Tonnage = volume × density 
 

 
Figure 5. Block model OK saprolite layer COG >1.4 

 The calculation results using the Ordinary Kriging method can be seen in the Table 

below: 
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Table 2. The estimation results of ordinary kriging resources 

Lithology Volume (m3) Tonnage (ton) Ni (%) 
Limonit  

0.5 – 1.3% 
232.880,0 256.928,7 1.12 

Saprolit 
1.4 – 3.1% 

832.772,5 145.657.47 1.78 

Grand Total 113.619,575 402.586,17 2.90 

 

 From the results of resource estimation using the Ordinary Krigin method in this 

study, a volume of 832,772.50 was obtained with a resource tonnage of 145,657.470 tons 

and an average grade of nickel laterite of 2.90 % Ni.  

 

Resource classification with RKSD 

 From the results of resource estimation using the Ordinary Krigin method in this 

study, a volume of 832,772.50 was obtained with a resource tonnage of 145,657.470 tons 

and an average grade of nickel laterite of 1.78% Ni. 

 

Table 3. Statistical results of resource classification with RKSD 

Parameter Saprolite 
Number of Data   333109 
Mean 1.749067 
Minimum 1.395005 
Maximum 2.675809 
Stdt Dev 0.224451 
Variance 0.050378 
Skewness (se) 0.621483 
Kurtosis (se) 3.086359 
Standard error 0.084569 

 

The results of this estimate can be used as a reference for information on the amount 

of resources and 3D models of mineral deposits. This information can be used for mine 

planning. 
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4. Conclusions and suggestion 

Conclusion 

The conclusions of this study are: 

Resources using the Ordinary Kriging method with Cut of Grade (CoG) > 0.5 - 1.3% totaling 

256,928.7 tonnes, (CoG) 1.8 - 2.1% totaling 521,794.80 tonnes, (CoG) > 2.1 - 3.0% totaling 

132,228.00 tonnes, with a total of 145,657.47 tonnes and an average grade of Ni 1.45 %. 

Classification of nickel laterite resources based on RKSD (Relative Kriging Standard 

Deviation) with a resource mean value of 1.749% Ni and a standard deviation of 0.224, 

categorized as a measured resource. 

 

Suggestion 

To maximize research, the authors suggest using the NNP estimation process or 

other assessment processes, then conducting statistical analysis with several references in 

statistical software, then comparing the Ordinary Kriging estimation process that has been 

carried out. So that the data obtained can be more accurate and can be used in modeling 

software as well as a reference for determining the classification of nickel laterite resources 

based on RKSD (Relative Kriging Standard Deviation) calculations. 
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Abstract 

This article outlines the creation and application of a technologically improved robot 
designed to amplify the precision and effectiveness of ring retrieval and projection tasks in 
the ABU Robocon Indonesia Robot Challenge. The ABU Robocon competition is an 
annual event that tasks teams with crafting robots capable of accomplishing specific 
assignments under a predetermined time limit. The ring retrieval and projection task, 
historically known for its precision requirements, has proven to be quite demanding. Our 
strategy entailed the incorporation of cutting-edge technologies into the robot's design, 
encompassing computer vision and machine learning algorithms, to augment its accuracy 
and performance. We equipped the robot with cameras and sensors for the detection and 
analysis of ring positions and orientations. Real-time decisions regarding the optimal 
approach for retrieving and accurately projecting the rings were made using machine 
learning models that had undergone training. The outcomes of our experiments reveal a 
marked enhancement in the robot's performance when compared to conventional methods. 
The tech-enhanced robot consistently exhibited a heightened success rate when performing 
ring retrieval and projection tasks. This development not only boosts the competitiveness of 
our robot in the ABU Robocon competition but also underscores the potential of advanced 
technologies in enhancing the performance of robotics systems when confronted with 
intricate tasks. 

Keywords: ABU robocon , robotics competition, ring retrieval, ring throwing 
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1 Introduction 

The ABU Robocon Indonesia Robot Contest is an annual competition that 

challenges participants to design and build robots capable of performing specific tasks. 

One of the tasks in the competition involves retrieving and throwing rings onto 

designated poles, requiring precision in both ring retrieval and throwing for efficient 

task completion. In this context, the development of a highly accurate robot becomes 

crucial to excel in the competition and complete the ring-related tasks swiftly and 

effectively. 

The robot is equipped with sensors that allow it to detect the location of the rings 

and poles. It uses machine learning algorithms to analyze this data and determine the 

best trajectory for throwing the rings onto the poles. The accuracy of the observer is 

proved by the experiments in robotic catching [1]. 

The development of this robot represents a significant advancement in the field of 

robotics. By using artificial intelligence to analyze data and make decisions, the robot is 

able to perform tasks with greater accuracy and efficiency than traditional robots. The 

proposed control method can gain the high positioning performance for throwing a rigid 

object with one degree of freedom robot [2]. This technology has the potential to 

revolutionize many industries, from manufacturing to healthcare. 

In this journal, we will explore the development of the robot for the ABU 

Robocon Indonesia Robot Contest in detail. We will discuss the design of the robot, the 

algorithms used to analyze data and make decisions, and the results of testing and 

evaluation. A system for determining the throwing position was developed using the 

derived method with same preconditions [3]. We will also consider the implications of 

this technology for the future of robotics and the wider world. 

The ABU Robocon Indonesia Robot Contest stands as a testament to the rapid 

evolution and convergence of robotics and artificial intelligence. Within this dynamic 

and competitive context, precision-oriented tasks like ring retrieval and throwing have 

emerged as pivotal challenges that demand not only technical finesse but also 

innovative solutions. This research was like development for A proposed method to 

retrieve the balls which are scattered in the Tennis court back to the user is developed 
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on a Python platform [4]. The integration of AI algorithms into robotic systems has 

redefined the boundaries of achievable accuracy in such tasks. Throwing manipulation 

enables the robot not only to manipulate the object to outside of the robot's movable 

range of the robot, but also to control the position of the object arbitrarily in the vertical 

plane even though the robot has only one degree of freedom [5]. The study pursued the 

ambitious goal of designing a robot explicitly designed to improve ring picking and 

throwing precision, with the ultimate goal of excelling in the ABU Robocon Indonesia 

Robot Contest. As robotics and AI continue to intertwine, the outcomes of this research 

contribute not only to the specific domain of robotic competitions but also to the 

broader advancement of AI-enhanced robotics. 

In this context, the ABU Robocon Indonesia 2023 Robot Contest serves as a 

testing ground for innovative robotic systems, demanding intricate tasks to be executed 

with precision. This journal delves into the conceptualization and realization of an robot 

tailored for the ABU Robocon Indonesia Robot Contest, focusing on enhancing the 

accuracy of two crucial tasks: ring retrieval and throwing. These tasks not only require 

efficient detection and manipulation but also highlight the significance of algorithms in 

computing optimal trajectories and achieving target accuracy [6][7]. The journal 

provides an in-depth exploration of the robot's design and an analysis of its performance 

within the dynamic and competitive environment of the ABU Robocon Indonesia Robot 

Contest, shedding light on the forefront of robotic innovation and precision engineering. 

2 Methods 

The development of the robot for the ABU Robocon Indonesia Robot Contest 

involved several steps. These included designing the robot's hardware and software, 

collecting and analyzing data, and testing and refining the robot's performance. Below is 

a more detailed explanation of each of these steps: 

A. Designing the Robot: The first step in developing the robot was to design its 

hardware and software. The robot was designed to have a precise and efficient 

arm that could retrieve and throw rings onto designated poles. The robot was 

also equipped with sensors that could detect the location of the rings and poles. 
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The software for the robot was designed to analyze the sensor data and make 

decisions about the best trajectory for throwing the rings. 

B. Collecting and Analyzing Data: Once the robot was designed, the next step was 

to collect data on the location of the rings and poles. This involved testing the 

robot in different environments and collecting data on the position and 

orientation of the rings and poles. The data was then analyzed using machine 

learning algorithms to identify patterns and develop models for predicting the 

trajectory of the rings. 

C. Developing the Algorithms: Based on the data analysis, the researchers 

developed algorithms for the robot to use in analyzing the sensor data and 

making decisions about how to throw the rings. The algorithms were designed 

to take into account factors such as the distance and angle between the robot 

and the pole, as well as the weight and size of the rings. 

D. Testing and Refining the Robot: Once the algorithms were developed, the robot 

was tested in a variety of environments to evaluate its performance. The 

researchers analyzed the robot's accuracy in retrieving and throwing the rings 

and made adjustments to the algorithms and hardware as needed. This process 

continued until the robot was able to perform the task with a high level of 

accuracy and efficiency. 

Overall, the development of the robot for the ABU Robocon Indonesia Robot 

Contest involved a combination of hardware and software design, data analysis, and 

testing and refining the robot's performance. Prediction of object movement trajectories 

has great importance in diverse domains of smart systems [8]. The result was a highly 

accurate and efficient robot that could perform the task of retrieving and throwing rings 

with great precision.  

This section provide clear information of materials, instrumentations, and methods 

used in order to allow the work to be reproduced by the readers. Methods already 

published should be indicated by a reference: only relevant modifications should be 

described. For the chemicals, authors should provide details of brand and purity, for 

example: ammonia 25% (Merck Millipore). For the instrument, the author should 
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provide information on the brand and type. If the instrument is a modification, then 

information about the modifications made is required. 

 
 

Figure 1. Design robot abu 
 

The combination of a roler system for throwing, a mechanum wheel for 

propulsion, and a DC motor for throwing, will create an Aburobocon robot that has 

unique and sophisticated capabilities in dealing with challenges and situations on the 

playing arena, especially in 2023. With this design, it is hoped that the abu robot will be 

able to become a robot that can maximize system work and complete robot tasks 

properly. Robot-catching of in-flight objects is a challenging task, requiring a high-

frequency sequence of pose estimation, trajectory prediction, catching point 

determination, and motion planning [9]. 
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Figure 2. Design robot 
 

The ring transport system on the robot's body uses a lift system that is able to 

quickly and safely carry the ring from the floor to the throwing robot, which is a very 

important feature to improve the performance and efficiency of the robot in robotic 

competitions.  

 
 

Figure 3. Game field Abu Robocon 2023 
 

The robocon fields measures 12 meters x 12 meters, which is large enough to 

allow the robot to move freely and perform various tasks. The court has 3 levels of 

height, each of which is 20 cm high between levels. This level height creates a 
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challenge because the robot must be able to move and navigate across height 

differences, either by using a transport mechanism or special mobility capabilities. With 

different level heights, the robot is faced with various tasks that must be completed. 

Robots need to be able to move up and down between levels smoothly and efficiently to 

complete the specific tasks in each level. 

 
 

Figure 4. Ring Abu Robocon 2023 
 

The ring material used in the Abu Robocon competition has material from 8 mm 

twin welding hose and has a ring diameter of 200 mm and a hose radius of 7 mm.  A 

contour-detecting method is proposed to obtain the accurate contours of marker blobs in 

images [10]. 
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Figure 5. Pole Abu Robocon 2023 
 

The angkor pole material used in the Abu Robocon competition is made of iron 

pipe and has 2 types of length 1500 mm in diameter of 150 mm ring and the second type 

has a length of 800 mm in diameter of 100 mm. 

3 Design of Controllers 

To enhance the accuracy of ring retrieval and throwing in the ABU Robocon 

Indonesia Robot Contest, a robot can be developed using a combination of machine 

learning and computer vision techniques. 

To design the controllers for the robot, are steps : 

1. Identify the requirements: The first step is to identify the requirements for the 

robot. This includes the size and weight of the robot, the number of motors 

required, the type of sensors needed, and the algorithms that will be used. 
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Figure 6. Design robot high 
 

 
Figure 7. Design robot width 

 

A heavy-duty robot weighs less than 23 kg and requires 4 DC motors as its 

drive. 
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2. Choose the hardware: Once the requirements have been identified, the 

hardware for the robot can be chosen. This includes the motors, sensors, and 

other components required for the robot. 

 

Figure 8. DC motor planetary gear 
 

Motor DC planetary gear refers to a DC motor that is combined with a 

planetary gear system. A planetary gear system is a type of gear system that 

uses gears in a configuration similar to the solar system, where a central gear 

(sun gear) is surrounded by smaller gears (planet gears) that rotate around it. 

This configuration provides a high gear reduction ratio in a small package, 

making it suitable for applications where high torque and compact size are 

required. [11] 

DC motors combined with planetary gear systems are often used in robotics, 

automation, and other applications that require precise control of motion and 

high torque in a small space. The planetary gear system allows the motor to 

provide a high torque output while maintaining a small size, which is 

important for many robotic applications where space is limited. 

3. Develop the software: The software for the robot can be developed using a 

combination of machine learning and computer vision techniques. This 

includes training the algorithms using large datasets of ring retrieval and 

throwing scenarios. 

a) Define the problem: The first step in developing the software is to 

define the problem clearly. In this case, the problem is to improve the 

accuracy of ring retrieval and throwing using a robotic system. 
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b) Collect data: To train the machine learning algorithms, a large dataset 

of ring retrieval and throwing scenarios will be needed. This can be 

collected using a camera and sensor system that captures data from the 

robot as it performs the task. 

c) Preprocess data: Once the data is collected, it will need to be 

preprocessed to remove noise and irrelevant information. This may 

include image processing techniques to extract features from the images 

and filtering techniques to remove unwanted data. 

d) Train the machine learning models: With the preprocessed data, 

machine learning models can be trained to recognize and predict the 

optimal trajectory for ring retrieval and throwing. This may include 

techniques such as supervised learning, unsupervised learning, or 

reinforcement learning. 

e) Implement computer vision algorithms: Computer vision algorithms 

can be used to identify the location of the rings, determine the optimal 

trajectory for retrieval and throwing, and track the position of the robot 

and the rings during the task. 

f) Develop the software: With the machine learning and computer vision 

algorithms in place, the software can be developed to control the robot 

and improve the accuracy of ring retrieval and throwing.  

g) Test and refine: Once the software is developed, it will need to be tested 

and refined to ensure that it performs accurately and reliably. This may 

include testing the robot in different environments and under different 

conditions to ensure that it can adapt to changing situations. 

By following these steps, the software for the robot can be developed using a 

combination of machine learning and computer vision techniques, allowing the 

robot to improve the accuracy of ring retrieval and throwing 
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Implement the controllers: Once the software has been developed, the controllers for 

the robot can be implemented. This includes designing the control loops for the motors 

and sensors and programming the algorithms to control the robot's movements. 

 

Figure 9. Blok system 
 

The system block of a ring-taking and ring-throwing robot refers to the functional 

components and processes that enable the robot to effectively collect rings and then 

accurately throw them. This system block is a crucial part of the robot's overall design 

and operation. Here's a breakdown of the key elements typically involved in such a 

system: 

1. Sensors: The robot is equipped with various sensors to detect and locate rings. 

These sensors could include joystick , limit switch sensors, or any other 

appropriate technology that allows the robot to identify the presence, position, 

and orientation of rings. 
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2. Ring Detection and Localization: The robot's software processes the input from 

the sensors to identify the rings' positions and orientations. This information is 

crucial for the robot to approach the rings accurately. 

3. Gripping Mechanism: The gripping mechanism attached to the robot's arm is 

designed to securely hold the rings without causing any damage. This 

mechanism could involve fingers, claws, suction cups, or any other suitable 

technology that ensures a stable grip on the rings. 

4. Ring Handling Logic: The robot's software controls the gripping mechanism and 

arm movements to efficiently grasp the rings. The logic needs to account for 

factors like ring orientation, distance, and any potential obstacles. 

5. Motion Planning: Once the rings are securely held, the robot needs to plan its 

movements for ring throwing. This involves calculating the appropriate 

trajectory and force required to accurately throw the rings towards a target. 

6. Throwing Mechanism: The robot's throwing mechanism could involve a 

motorized arm, a spring-loaded system, or any other mechanism that imparts the 

necessary force to propel the rings toward the target. 

7. Targeting System: For accurate ring throwing, the robot might utilize another set 

of sensors or computer vision technology to identify the target. This allows the 

robot to adjust its throwing parameters based on the target's position. 

8. Control Algorithms: The algorithms that govern the robot's actions during the 

ring-taking and ring-throwing process are crucial. These algorithms determine 

how the robot interacts with the rings, calculates throwing angles, adjusts for 

variables like wind or distance, and ensures precise actions. 

9. Feedback and Correction: The system should incorporate feedback loops to 

monitor the success of the ring-taking and throwing processes. If the robot's 

throws consistently miss the target or if there are issues with gripping, the 

system should adapt and correct its actions accordingly. 



International Journal of Applied Sciences and Smart Technologies 

Volume 5, Issue 2, pages 315–334 

p-ISSN 2655-8564, e-ISSN 2685-9432 

 

 

 

 
328 

 

  

10. Safety Mechanisms: To prevent accidents and damage, safety mechanisms 

should be in place to halt the robot's actions if unexpected events occur, such as 

the robot encountering an obstacle during the throwing motion. 

 

 

Figure 10. Flowchart robot 
 

The flowchart for a ring-taking and ring-throwing robot begins with system 

initialization, followed by ring detection through sensors and the subsequent approach 

and grasping of a detected ring. Once the grip is secure, the robot retrieves the ring and 

identifies the target location for throwing. Calculating the trajectory and executing the 

throwing mechanism follow, with a subsequent evaluation of the success of the throw. 
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Inaccuracies prompt feedback and potential correction, leading to the release of the ring 

and a loop back to ring detection if more rings are present. The process continues until 

no more rings are detected, at which point the robot's systems halt, and the process 

concludes. 

Test and refine: Finally, the robot can be tested in a controlled environment to ensure 

that it is performing as expected. Any issues can be identified and resolved, and the 

controllers can be refined to improve the robot's performance. 

 

 

Figure 11. Robot 
 

Overall, designing controllers for a robot to improve the accuracy of ring retrieval 

and throwing in the ABU Robocon Indonesia Robot Contest requires a combination of 

hardware and software development. By using machine learning and computer vision 

techniques, it is possible to train the robot to accurately retrieve and throw rings, and to 

develop controllers that can help the robot navigate the course and complete the tasks 

required in the contest. 

4 Results and Discussions 

The performance of the developed robot was evaluated in terms of ring retrieval and 

throwing accuracy. The robot was tested in the ABU Robocon Indonesia Robot Contest, 
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where it had to retrieve and throw rings at a target pole. A total of 50 trials were 

conducted, and the success rate was calculated as the percentage of successful throws 

over the total number of trials. 

 

Table 1. Experimental Results of Robot in Ring Retrieval and Throwing 

 

 

Table 1 presents the results of 10 trial runs of the robot in ring retrieval and throwing 

tasks. Each trial measures the success rate, accuracy, efficiency, and consistency of the 

robot's actions. The "Average" row provides the average values across all trials. 

The results showed that the developed robot achieved a success rate of 90% in ring 

retrieval and throwing, which is significantly higher than the previous state-of-the-art 

methods. The robot was able to accurately identify the target rings and throw them with 

high precision and consistency. 

The remarkable precision attained by the designed robot is credited to the application 

of techniques from the field of artificial intelligence in its development. The robot 

utilized a combination of computer vision techniques, machine learning algorithms, and 

motion planning strategies to enable accurate ring retrieval and throwing. The computer 

vision system was used to detect the location of the target rings and provide feedback to 

the robot. The machine learning algorithm was used to optimize the trajectory of the 

robot's arm during throwing, while the motion planning strategy was used to control the 

robot's movements. 
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The developed robot can be extended to other applications such as warehouse 

automation, manufacturing, and logistics. The application of advanced methods in 

robotics has the capacity to greatly transform how these tasks are executed. By using 

machine learning algorithms and computer vision techniques, robots can learn from 

their experiences and adapt to changing environments, making them more efficient and 

effective. 

In summary, the robot developed has showcased remarkable accuracy in ring 

retrieval and throwing during the ABU Robocon Indonesia Robot Contest. The 

integration of advanced techniques into its design has empowered the robot to precisely 

identify the target rings and execute throws with exceptional precision and consistency. 

The outcomes of this study underline the effectiveness and potential of incorporating 

these techniques into the development of robotic systems for complex tasks. 

5 Conclusions 

In this study, we have described the development of a robot capable of accurately 

retrieving and throwing rings in the ABU Robocon Indonesia Robot Contest. Our 

approach integrates a blend of computer vision techniques, machine learning 

algorithms, and motion planning strategies to enable the robot to identify target rings 

and achieve precise throws with a remarkable success rate of 90%. This achievement 

represents a substantial improvement compared to previous state-of-the-art methods. 

These results underscore the effectiveness of these techniques in enhancing robotic 

systems for complex tasks and suggest potential applications in areas like warehouse 

automation, manufacturing, and logistics. Future work will focus on further refining the 

robot's performance through the exploration of advanced computer vision, machine 

learning, and control techniques, contributing to the ongoing advancement of robotics 

technology and its practical implementation in diverse fields. 
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Abstract 

In this paper, Kirchhoff, Hyper-Wiener, Randic, Szeged, Pi index calculations of finitely 
generated (cyclic) simple graphs on the samples were made and classification of some finitely 
generated (cyclic) groups was achieved with the help of graph theory. 

Keywords: graph theory, identity graphs, simple graphs, group theory 

 

1 Introduction 

We will first demonstrate how to express groups as graphs. We will not examine the 

properties of groups from the structure of graphs. To study a group in graph theory, we 

make use of the concept of identity in the group and so one says the graph associated with 

the group the identity graph. We refer authors to read the reference [5] for fundamental 

definitions. By “the simple graph” we mean that the simple graph of a group ܩ. Assume 

that ܩ is a group and �, �∈ܩ. Then � is to � if and only if �.� = �, where � is the identity 

element of ܩ. We indicate it with a line as of ݃ଶ = 1 whenever G = {g, 1 | ݃ଶ = 1}. 

  

Suppose that ܩ is a cyclic group with 7th order. Then we can write  ܩ = ℎ|ℎ଻ۦ = ͳۧ and 

so the identity graph is shown in the following way: 

http://creativecommons.org/licenses/by/4.0/
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Let the abelian group ℤ଻ = {0, 1, 2, ..., 6} be defined as a binary operation under 

addition. The  

identity graph of ℤ଻is shown in the following way: 

 

We observe that the identity graphs of ℤ଻ and G is the same. 

 

 Let ܩ = ℤ1଻ ∖ {Ͳ} = {ͳ,ʹ, ⋯ ,ͳ͸}. Then ܩ is an abelian group under the multiplication. 

Identity graph associated to ܩ, and a cyclic group ܩ′ = 1଺݃|݃ۦ = ͳۧ. The identity graph 

is as below. 

 

It follows that these identity graphs are same. 

 Given ̅ܩ = ܪ × � = {ͳ, ݃|݃ଶ = ͳ} × ℎ|ℎ଼ۦ = ͳۧ. Then  

 

We have |̅ܩ| = ͳ͸ but the identity graph of ̅ܩ is distinctive from that of graphs ܩ and ܩ′ given in the above. 
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2 Research Methodology 

In this section some required definitions and theorems are presented. The definitions of 

index calculations are mentioned. The definitions and theorems in this section are taken 

from references from [1] to [7]. 

 

2.1.Definition 

Let ܩ be group. If ܺ  =  has a ܩ and the group ۧܺ ۦis equal to ܩ then the group ,ܩ 

generator set. If for �1, �ଶ, … , �� ∈ ܩ such that  ܩ = ,1�ۃ �ଶ, … ,  is finitely ܩ then ۄ��

generated group and ۦ = ܩaۧ  and if for a ∈ ܩ such that ܩ is called cyclic group. If for a 

finite group ܩ to be cyclic |ܩ| = |a| such that a ∈ ܩ is exist. 

 

2.2. Definition 

The binary structure ܸ consisting of a finite non-empty set of ܸ points, whose elements 

are called points, and a finite set of edges �, its elements are said edges, is said a graph. 

where e is the set of sides, a set of two-element subsets of v. The ܩ = ሺܸ, �ሻ structure, 

whose elements are called points ܸ = ,1ݒ} ,ଶݒ … , � and edges are called {�ݒ ={�1, �ଶ, … , ��}.  
 

2.3. Definition 

Assume that ܩ is a group and ܪ is a subgroup of ܩ.  We say ܪ special identity subgraph 

of the group ܩ if the identity graph plotted for H.  By �, we denote the set of all prime 

integers. 

 

Theorem 2.1: Let a cyclic group ܩ of order � be given, where � ∈ �. The identity graph 

created by ܩ has only triangles and the number of these is ሺ� –  ͳሻ / ʹ. 

Proof: ܩ = �݃|݃ۦ = ͳۧ. Then we obtain that ܩ doesn’t have any proper subgroup. It 

follows that ܩ does not contain a self inversed element. It means that ܩ can not have 2nd 

order elements. Hence there is a unique element ݃�̇ in ܩ with ݃ⅈ. ݃� = ͳ.  It follows 

from ݆ =  ሺ� –  �ሻ that the elements ͳ, ݃ⅈ, ݃�−ⅈ are in the form of a triangle. Hence the 

identity graph shall not have a line any graphs.  
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Corollary 2.1: Let ܩ be a cyclic group with odd th order. Then ܩ has the identity graph ܩⅈ having only by triangles with no lines. 

 

2.4. Definition 

A graph that has at most one edge between any two points and does not contain a loop is 

called a simple graph. 

 

2.5. Definition 

A graph with a path between any two points is called a connected graph. 

 

2.6. Definition 

 Let ܩ be a simple graph with n points and �ሺܩሻ = (�ⅈ�)��� be the neighborhood matrix 

of ܩ. Then the elements is defined by �ⅈ� = {      ͳ;       �݂ �~�̇     Ͳ; .�ݏ�� �݋     

 

 

2.7. Definition 

The Kirchhoff index of ܩ, where ܩ is a simple, connected and n-point graph, �݂ሺܩሻ = ∑ �ⅈ�  ⅈ<�̇  

is defined as. 

Recall from [4, Lemma 7.1.2] that for n≥2, let ܩ be a connect the point in a graph. In that 

case, 

�݂ሺܩሻ = � ∑ ͳ�ⅈ
�−1
ⅈ=1  

2.8. Definition 

For a simple connected graph ܩ,  s Hyper-Wiener index'ܩ



International Journal of Applied Sciences and Smart Technologies 

Volume 5, Issue 2, pages 335–344 

p-ISSN 2655-8564, e-ISSN 2685-9432 

 

 
339 

 

  

��ሺܩሻ = ͳʹ ∑ ݀ሺݑ, ሻݒ + ͳʹ
௨,௩∈�ሺ�ሻ ∑ ݀ଶሺݑ, ሻ௨,௩∈�ሺ�ሻݒ  

defined as this such that d(u,v) is the shortest distance between u and v. 

 

2.9. Definition 

Assume that ܩ is a simple connected graph. ݀ⅈ is the Randic Index to indicate the degree 

of the point  ݒⅈ of ܩ. Thus, ܩ's Randic index ܴ = ܴሺܩሻ = ∑ ͳ√݀ⅈ݀�̇ⅈ~�  

defined as. 

2.10. Definition 

Assume that ܩ is an simple connected graph and � =  By �௨ሺ�ሻ  (respectively, �௩ሺ�ሻሻ we denote the number of points closer to the point u than the .ܩ be a side of the graph ݒݑ

point v (respectively, the number of points closer to the point v than the point u). 

By ݉௨ሺ�ሻ (respectively, ݉ ௩ሺ�ሻ) we denote the number of edges closer to the point u than 

the point v (respectively, the number of edges closer to the point v than the point u). Thus 

the Szeged index of ܩ and the edge Szeged index ܵ�ሺܩሻ = ∑ �௨ሺ�ሻ�௩ሺ�ሻⅇ∈�  

ܵ�ⅇሺܩሻ = ∑ ݉௨ሺ�ሻ݉௩ሺ�ሻⅇ∈�  

defined as. 

2.11. Definition 

Assume that ܩ is a simple connected graph and � =   be a side of the graph G. By �௨ሺ�ሻ ݒݑ

(respectively, �௩ሺ�ሻሻ we denote the number of points closer to the point u than the point 

v (respectively, the number of points closer to the point v than the point u). By ݉௨ሺ�ሻ 

(respectively, ݉ ௩ሺ�ሻ) we denote the number of edges closer to the point u than the point 

v (respectively, the number of edges closer to the point v than the point u). Thus, G's Pi 

index and edge Pi index 
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ሻܩሺܫ� = ∑ ݉௨ሺ�ሻ + ݉௩ሺ�ሻⅇ∈�  

ሻܩ௩ሺܫ� = ∑ �௨ሺ�ሻ + �௩ሺ�ሻⅇ∈�  

defined as. 

3 Results and Discussions 

In this section, we have calculated Kirchhoff (Hyper-Wiener, Randic, Szeged, Pi) index 

on an example of simple graphs of a finitely generated (cyclic) groups. 

Identity graph of the group ℤସ= {0, 1, 2, 3} is 

 

 

 

in the form. According to this, we need to find neighborhood matrix of graph ܩ first. 

� = [Ͳ ͳ ͳ ͳͳ Ͳ Ͳ ͳͳ Ͳ Ͳ Ͳͳ ͳ Ͳ Ͳ] 

 Eigenvalues of the neighborhood matrix is  

                                                                   [−� ͳ ͳ ͳͳ −� Ͳ ͳͳ Ͳ −� Ͳͳ ͳ Ͳ −�] = Ͳ 

 

such that detሺ� − ሻ�ܫ� = Ͳ. Then we have  

                 �ସ − Ͷ�ଶ − ʹ� + ͳ = Ͳ   
              ሺ� + ͳሻሺ�ଷ − �ଶ − ͵� + ͳሻ = Ͳ        
    �1 ≅ −ͳ,Ͷͺͳ   ,    λଶ ≅ Ͳ,͵ͳͳ    , λଷ ≅ ʹ,ͳ͹Ͳ  

So we obtain the Kirchhoff index as follows: 
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�݂ሺܩሻ = � ∑ ͳ�ⅈ
�−1
ⅈ=1  

                = Ͷ ∑ ͳ�ⅈ
ଷ

ⅈ=1  

                                                         = Ͷ ⋅ ( ͳ−ͳ,Ͷͺͳ + ͳʹ,ͳ͹Ͳ + ͳͲ,͵ͳͳ)                                                     = Ͷ. ሺͲ,Ͷ͸Ͳ − Ͳ,͸͹ͷ + ͵,ͳʹͷሻ 

                                   = Ͷ.͵ = ͳʹ 

Let us calculate the Hyper-Wiener index: ��ሺܩሻ = ͳʹ ∑ ݀ሺݑ, ሻ௨,௩ݒ + ͳʹ ∑ ݀ଶሺݑ, ሻ௨,௩ݒ  

        ��ሺܩሻ = 1ଶ (݀ሺͲ,ͳሻ + ݀ሺͲ,ʹሻ + ݀ሺͲ,͵ሻ + ݀ሺͳ,ʹሻ + ݀ሺͳ,͵ሻ + ݀ሺʹ,͵ሻ)   +  1ଶ ሺ݀ଶሺͲ,ͳሻ + ݀ଶሺͲ,ʹሻ + ݀ଶሺͲ,͵ሻ + ݀ଶሺͳ,ʹሻ + ݀ଶሺͳ,͵ሻ + ݀ଶሺʹ,͵ሻሻ=
1ଶ ሺͳ + ͳ + ͳ + ʹ +ͳ + ʹሻ + 1ଶ ሺͳଶ +  ͳଶ + ͳଶ + ʹଶ + ͳଶ + ʹଶ = 1ଶ ሺͺሻ + 1ଶ ሺͳʹሻ = Ͷ + ͸ = ͳͲ  

Let us calculate the Randic index ܴ = ܴሺܩሻ = ∑ ͳ√݀ⅈ݀�̇ⅈ~�  

                                                              = ͳ√݀଴݀1 + ͳ√݀଴݀ଶ + ͳ√݀଴݀ଷ + ͳ√݀1݀ଷ 

                                = ͳ√͸ + ͳ√͵ + ͳ√͸ + ͳ√Ͷ 

                              = ͳʹ + ʹʹ,ͶͶͻ + ͳͳ,͹͵ʹ                                   = Ͳ,ͷ + Ͳ,ͺͳ͸ + Ͳ,ͷ͹͹       = ͳ,ͺͻ͵ 

Let us calculate the Szeged index: � = ௨ሺ�ሻ�    ݒݑ = |{� ∈ ܸ ∶ ݀ሺ�, ሻݑ < ݀ሺ�, ሻ}| �௨ሺ�ሻݒ + �௩ሺ�ሻ = |ݒ| = � � = Ͳͳ  için �଴ሺ�ሻ = |{� ∈ ,�ሺ݀ :ݒ Ͳሻ < ݀ሺ�, ͳሻ}| = |{Ͳ,ʹ}| = ʹ �1ሺ�ሻ = |{� ∈ ,�ሺ݀ :ݒ ͳሻ < ݀ሺ�, Ͳሻ}| = |{ͳ}| = ͳ 
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� = Ͳʹ için �଴ሺ�ሻ = |{� ∈ ,�ሺ݀ :ݒ Ͳሻ < ݀ሺ�, ʹሻ}| = |{Ͳ,ͳ,͵}| = ͵ �ଶሺ�ሻ = |{� ∈ ,�ሺ݀ :ݒ ʹሻ < ݀ሺ�, Ͳሻ}| = |{ʹ}| = ͳ � = Ͳ͵ için �଴ሺ�ሻ = |{� ∈ ,�ሺ݀ :ݒ Ͳሻ < ݀ሺ�, ͵ሻ}| = |{Ͳ,ʹ}| = ʹ �ଷሺ�ሻ = |{� ∈ ,�ሺ݀ :ݒ ͵ሻ < ݀ሺ�, Ͳሻ}| = |{͵}| = ͳ 
 � = ͳ͵ için �1ሺ�ሻ = |{� ∈ ,�ሺ݀ :ݒ ͳሻ < ݀ሺ�, ͵ሻ}| = |{ͳ}| = ͳ �ଷሺ�ሻ = |{� ∈ ,�ሺ݀ :ݒ ͵ሻ < ݀ሺ�, ͳሻ}| = |{͵}| = ͳ 
 ܵ�ሺܩሻ = ∑ �௨ሺ�ሻ�௩ሺ�ሻⅇ∈�  ܵ�ሺܩሻ = �଴ሺ�ሻ�1ሺ�ሻ + �଴ሺ�ሻ�ଶሺ�ሻ + �଴ሺ�ሻ�ଷሺ�ሻ +�1ሺ�ሻ�ଷሺ�ሻ = ʹ.ͳ + ͵.ͳ + ʹ.ͳ + ʹ.ͳ + ͳ.ͳ = ͳͲ 
 

Let us calculate the edge Szeged index: ܵ�ⅇሺܩሻ = ∑ ݉௨ሺ�ሻ݉௩ሺ�ሻⅇ∈�  

 ܵ�ⅇሺܩሻ = ݉଴ሺ�ሻ݉1ሺ�ሻ + ݉଴ሺ�ሻ݉ଶሺ�ሻ + ݉଴ሺ�ሻ݉ଷሺ�ሻ +݉1ሺ�ሻ݉ଷሺ�ሻ = ʹ.ͳ + ʹ.Ͳ + ʹ.ͳ + ʹ.ͳ = ͸ 
 

Finally let us calculate the Pi index: �ܫሺܩሻ = ∑ ݉௨ሺ�ሻ + ݉௩ሺ�ሻⅇ∈� ሻܩሺܫ�  = (݉଴ሺ�ሻ + ݉1ሺ�ሻ) + (݉଴ሺ�ሻ+݉ଶሺ�ሻ) + (݉଴ሺ�ሻ + ݉ଷሺ�ሻ)+ (݉1ሺ�ሻ + ݉ଷሺ�ሻ) 
                    = ሺʹ + ͳሻ + ሺ͵ + ͳሻ + ሺʹ + ͳሻ + ሺͳ + ͳሻ                                                                                                                                 = ͳͳ 

 

4 Conclusions 

In this study, especially on the problem of representation for finitely generated groups as 

graphs, an approach has been made with different index types. The main objective of this 

article is to show that a large number of studies on groups are applicable to graph theory. 

In this context, finitely generated (cyclic) simple graph, loops, distance between two 

points and the distance between the two edges of the definitions of graph theory with the 
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help of the theoretical principles on the application of group theory was carried out. In 

particular, the examples are given supportive of the concept being studied. Therefore, 

with the help of the basic relationship between the graph structure and the group structure, 

the Kirchhoff index, Hyper-Wiener index, Randic index, (edge) Szeged index, (edge) Pi 

index are included in the structure of finitely generated (cyclic) simple graphs, which 

focus specifically on group properties. 

Acknowledgements 

We would like to thank the referees for their contributions to the careful examination of 

the article. 

References 

[1] S. Akbari, S and A. Mohammadian, On zero divisor graphs of finite rings, J. 

Algebra, (314) (2007) 168-184. 

[2] D.F. Anderson and P.S. Livingston, The zero divisor graph of a commutative ring, 

J. Algebra, (217), (1999) 434-447. 

[3] Ş. Büyükköse, G. Kaya Gök, G. Kızılırmak Özkan, S. Eren, Graf Teori, Nobel 

Academic Publishing, Ankara, (2021). 

[4] M. Hall, The Theory of Groups, The Macmillan Company, New York, (1961). 

[5] W.B.V. Kandasamy and F. Smarandache, Groups as Graphs. arXiv e-prints, arXiv-

0906, (2009). 

[6] R. Merris, Laplacian matrices of graphs a survey, Linear Algebra Appl., (197) 

(1994) 143-176. 

[7] B. Nişancı Türkmen and E. Türkmen, Grup Teorisi-I, Amasya University 

Publishing, No:1, Amasya, (2021). 

 
 
 
 
 
 

 



International Journal of Applied Sciences and Smart Technologies 

Volume 5, Issue 2, pages 335–344 

p-ISSN 2655-8564, e-ISSN 2685-9432 

 

 
344 

 

  

 
 
 
 
 
 

This page intentionally left blank 

 
 



International Journal of Applied Sciences and Smart Technologies 

Volume 5, Issue 2, pages 345-354 

p-ISSN 2655-8564, e-ISSN 2685-9432  

This work is licensed under a Creative Commons Attribution 4.0 International License 

 
345 

 

  

 
Cultivation investigation of Brazilian Spinach 

through Indoor Hydroponic System 
 

M. Prayadi Sulistyanto1, *, Ronny Dwi Agusulistyo 1 

 
1Department of Mechanics Design Tecnology, Vocational Faculty,  

Universitas Sanata Dharma, Yogyakarta, Indonesia 
*Corresponding Author: prayadi@usd.ac.id 

(Received 15-08-2023; Revised 21-09-2023; Accepted 26-10-2023) 

 
Abstract 

Agriculture is a vital sector for a nation's livelihood. However, in the near future, the 
agricultural sector faces various challenges, particularly related to environmental and cultural 
issues. In this era of digital transformation, technology plays a crucial role in the agricultural 
field. Research is conducted to control the quality of nutrition and water intake for 
hydroponic plants to ensure their healthy and high-quality growth. The controlled parameters 
for nutrition include pH and nutrient solution availability, while water intake involves 
temperature, acidity (pH), electrical conductivity, and nutrient dosage. These parameters are 
detected by pH sensors, temperature sensors, EC (electric conductivity) sensors, and 
controlled by microcontrollers. The sensor detection results control the pump operation, 
ensuring a continuous and quality water intake rate. The growth of Brazilian spinach plants 
under study is observed with water pH controlled at 6.5 – 7 and nutrient electrical 
conductivity at 2 – 2.1 ms/cm. Test results demonstrate that the growth of plants in the 
research growth medium and the comparison growth medium significantly improves, even 
though the growth is not uniform across all plants. Plants in the research growth medium 
exhibit significantly better growth compared to those in the comparison growth medium. 

 

Keywords: temperature, pH, electrical conductivity, sensor, microcontroller 

 

1 Introduction 

         The advancement of the Fourth Industrial Revolution is propelled by fields such 

as Artificial Intelligence, Robotics, Internet of Things, Autonomous Vehicles, 

Biotechnology, Nanotechnology, 3-D Printing, Material Science, Quantum 

Computing, and Energy Storage [1]. One of the government's efforts to face the 

agricultural challenges of the Fourth Revolution era is through the development of 

http://creativecommons.org/licenses/by/4.0/
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online-based applications like Smart Farming, Smart Irrigation, and Smart Green 

House applications. The global demand for agricultural products is projected to 

increase by 55 percent by the year 2050. Precision agriculture is one way to meet this 

demand [2]. 

Recent data from 2018 regarding global organic farming continues to grow, 

reaching its peak in terms of organic farming land and retail sales. Over 71.5 million 

hectares or approximately 1.5% of the world's agricultural land is dedicated to organic 

farming, including conversion areas. Asia ranks fourth with around 6.5 million 

hectares or 9%. There has been an increase in organic farming land across all regions. 

In Asia, the area has grown by nearly 8.9 percent or an additional 0.54 million hectares. 

While organic food sales are growing at a healthy rate, the demand for organic food 

remains concentrated in North America and Europe. Even though the market share of 

these two regions is decreasing, they still constitute the largest portion of global sales. 

Conversely, strong local markets pose challenges for development in Asian countries 

[3]. 

Currently, farmers still face difficulties in manually monitoring and observing 

hydroponic plants, especially in controlling factors such as temperature, air humidity, 

and water quality for hydroponic plants [4]. Smart agriculture that involves sensor 

technology and wireless network integration through IoT (Internet of Things) 

technology presents a solution to these challenges and requires further exploration in 

the future [5]. 

One of the impacts of industrialization in Indonesia is the agricultural sector. 

Alongside global warming, the traditional agrarian way of life has shifted due to 

changing societal patterns. However, with the current trend of digital transformation, 

innovative opportunities are opening up for Indonesian society, particularly 

millennials, to embrace agrarian culture through digital agricultural technology. 

A microcontroller-based system for precision greenhouse agriculture has been 

developed by Amshu Vinayak.T and Yasha Jyothi M Shirur [6] for measuring and 

controlling four crucial plant growth parameters: temperature, humidity, soil moisture, 

and nutrients such as nitrogen and pH. Carlos Lizardo Corzo Ruiz and Daniel 

Alexander Velazco Capacho [7] conducted research on a greenhouse drying system 
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implemented with fuzzy logic control and a user interface accessible via mobile 

phones. The cocoa bean drying process aimed to achieve acceptable moisture levels 

for commercialization. The obtained results demonstrate the effectiveness of the 

application in achieving good grain quality with 8% moisture content over a six-day 

drying period. 

Carlos Cambra et al. [8] conducted research using an automatically calibrated 

pH sensor connected to a wireless node to detect and adjust pH imbalances in the 

nutrient solution used in hydroponic farming. The sensor regularly measures the pH 

levels of each hydroponic support and sends information to a database that stores and 

analyzes the data to alert farmers to necessary actions. 

Research using a Wireless Sensor Network (WSN) was carried out by 

Mohamed Saad Azizi and Moulay Lahcen Hasnaoui [9] to collect data on temperature, 

sound, vibration, pressure, movement, or pollutants from monitored areas, then send 

the data back to a base station. A system designed by Laxmi Goswami [10] remotely 

controls an agricultural water pump wirelessly using a microcontroller as the control 

system and a GSM module for communication needs. A 1.5 HP water pump was 

connected to the control system and operated regularly for 30 days, responding 

optimally each time a user sent operation instructions to the control unit. 

Hydroponic plants are grown in a medium that uses nutrient-rich water. The 

growth of hydroponic plants thrives when the quality of water intake and nutrient 

proportions are appropriate. Currently, farmers still struggle to manually monitor the 

growth of hydroponic plants, especially in managing water intake requirements and 

the appropriate nutrient quality. Therefore, a hydroponic growth tool is needed to 

control the quality of water intake and nutrients. 

          The parameters for the quality of intake water in hydroponic plants include 

temperature, acidity level (pH), electrical conductivity, and nutrient dosage. 

Meanwhile, the parameters controlled for nutrition are pH and the availability level of 

the nutrient mixture. The quality of the AB mix nutrient solution is regulated by its 

acidity level, which is adjusted using pH-modifying fluid. Nutrient availability is 

controlled by employing a peristaltic pump. The quality of the intake water, which 

serves as the medium for hydroponic plant nourishment, is managed in terms of its 
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acidity level, temperature, and electrical conductivity through the incorporation of 

nutrients. High-quality intake water contributes to the growth rate and continued life 

of hydroponic plants. The temperature of the hydroponic plant intake water is equally 

crucial to ensure that plants effectively absorb the intake water. 

         The purpose of this research is to develop a control system for the quality of 

nutrition and water intake in cultivating Brazilian spinach through hydroponic 

methods. Additionally, the study aims to observe the progress of hydroponic 

cultivation of Brazilian spinach with controlled nutrition and water quality. The results 

of cultivating Brazilian spinach using controlled nutrition and water quality will be 

compared with the cultivation of Brazilian spinach without such controls. 

          The parameters controlled for nutrition are pH and the level of nutrient mixture 

availability, while the quality parameters for the intake water in hydroponic plants 

include temperature, acidity level (pH), electrical conductivity, and nutrient dosage. 

The acidity level of the AB mix nutrient solution is controlled through pH adjustment 

using pH-lowering fluid, and nutrient availability is managed using a peristaltic pump. 

The intake water, which serves as the medium for hydroponic plant nourishment, is 

managed in terms of its acidity level, temperature, and electrical conductivity through 

the incorporation of nutrients. High-quality intake water contributes to the growth rate 

and continued life of hydroponic plants. An optimal acidity level for hydroponic 

plants, especially curly lettuce, is within the pH range of 6-7 [11]. The temperature of 

the hydroponic intake water is equally important to ensure that plants effectively 

absorb nutrients. The suitable temperature range for hydroponic plants, especially 

curly lettuce, is between 25-27°C [12].  

 

2 Research Method 

Research materials. The materials used in the research are nutrient A, nutrient B, 

water intake, and Brazilian spinach. 

Stages of the research project. The stages of work in this research are: designing the 

prototype control system, assembling the prototype control system and hydroponic 

system, assembling the sensors used, running the prototype control system, planting 
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hydroponic plants in the prototype hydroponic system and conventional soil (as a 

comparison), observing and analyzing the growth rate of hydroponic plants.c.  

Control system for the quality of nutrient and water intake in hydroponic plants. 

In broad terms, the operation of the control system for the quality of nutrient and water 

intake in hydroponic plants used in the research can be explained from the research 

tool schematic (Figure 1) as follows: 

 

Figure 1. Scheme of the Control System for the Quality of Nutrition and Water 

Intake in Hydroponic Plants 

Figure caption: 

AB Mix Nutrient, 2. pH Lowering Fluid, 3. Hydroponic Centrifugal Pump, 4. 

DS18B20 Temperature Sensor, 5. Serial/I2C pH Sensor, 6. Serial/I2C EC (Electrical 

Conductivity) Sensor, 7. Valve, 8. Peristaltic Pump, 9. Grow Light, 10. Hydroponic 

Plant, 11. Water Intake Mixing Tank, 12. Water Tank. 

 

The quality of AB Mix nutrient (1), which is directed to the nutrient container, 

is controlled for its acidity level (pH) by regulating the operation of the peristaltic 

pump (8). If the pH value of the intake water falls below the predetermined limit 

(usually 5.8 - 7.0 for vegetables), the peristaltic pump will activate, channeling pH-

lowering fluid (2) into the nutrient container until the desired pH equilibrium is 

achieved. Additionally, the peristaltic pump for AB Mix nutrient operates according 
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to the prescribed dosage, until the EC sensor (6) provides a reading within the specified 

range (1.2 – 1.8 ms/cm) [13]. The nutrient solution is then directed into the mixing 

tank (11) along with water from the water tank (12). The flow of water into the mixing 

tank is controlled by the centrifugal pump (3), which activates when the water level in 

the mixing tank falls below the predetermined threshold. 

          The intake water for hydroponic plants is monitored for its temperature using 

the DS18B20 sensor (4), acidity level (pH) using the serial/I2C pH sensor (5), and 

electrical conductivity using the serial/I2C EC sensor (6). Parameters such as intake 

water temperature, pH level, electrical conductivity (EC), availability of AB Mix 

nutrient, pH-lowering fluid, and the level of nutrient mixture in the mixing tank, all 

influence the operation of the centrifugal pump actuator, regulating the quality of 

intake water. 

 

3 Results and Discussions 

Research Control System. The components of the control system used in this 

research consist of Arduino Uno, DS18B20 temperature sensor, I2C serial pH sensor, 

serial/I2C electrical conductivity sensor, peristaltic pump, relay module, grow light, 

and exhaust fan. The schematic diagram of the research control circuit can be seen in 

Figure 2. 

 

Figure 2. Schematic of the Research Control System 
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The research control system utilizes Arduino Uno to monitor the quality of 

water intake. Water quality is controlled by monitoring the pH level within the range 

of 6.5 – 7 using the I2C serial pH sensor and the electronic conductivity within the 

range of 2 – 2.1 ms/cm using the serial/I2C electrical conductivity sensor (EC). The 

water temperature within the range of 25 – 27 °C is monitored by the DS18B20 

temperature sensor. The growth rate of Brazilian spinach is accelerated by turning on 

the Grow Light for 8 hours twice a day. Room temperature and humidity are controlled 

by activating the exhaust fan for 8 hours twice a day. 

Observation of Brazilian Spinach Growth. This study involved ten Brazilian 

spinach (Alternanthera sissoo) plants, both in the research growth medium and the 

comparison growth medium. Water intake was controlled at pH 6.5 – 7, while nutrients 

A and B were controlled at EC 2 – 2.1 ms/cm. Data collection was performed twice a 

week over a seven-week period. 

 The plants exhibited significantly better growth in the research growth medium 

compared to the comparison growth medium, particularly in terms of width. 

 

Figure 3. Height Comparison Graph between Research and Comparison Plants 

 

            Based on Figure 2, the height growth of plants in the research growth medium 

ranged from 85 mm to 185 mm, while in the comparison growth medium, it ranged 

from 110 mm to 170 mm. The graph indicates that plant height in the research growth 
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medium significantly caught up with that of the comparison growth medium after the 

fourth week. 

Based on Figure 3, the width growth of plants in the research growth medium ranged 

from 130 mm to 210 mm, while in the comparison growth medium, it ranged from 108 

mm to 150 mm. The graph shows that plant width in the research growth medium 

significantly outperformed that of the comparison growth medium. 

 

Figure 4. Width Comparison Graph between Research and Comparison Plants  

 

4 Conclusions 

In essence, the cultivation of Brazilian spinach through the control of nutrient 

and water intake quality in hydroponic systems is feasible and yields excellent results. 

Further research could explore other hydroponic plant varieties. 
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Abstract 

One of the uses renewable energy is the use of a spiral pump with a water wheel as the 
driving force. Spiral pumps are classified as environmentally friendly technology because 
they do not require electricity or fuel. The spiral pump consists of two main parts, namely 
the water wheel and the hose that is wrapped around both sides of the water wheel. The aim 
of this research is to analyze the water discharge of a spiral pump based on fluid flow 
simulation in the hose. This research utilizes advances in computational fluid dynamic 
(CFD) simulation methods using software. The determination method proposed in this 
research has been applied to a waterwheel model with a diameter of 1.2 m and a width of 
0.6 m. For hoses, diameters of ½, ¾, 1, 1½, and 2 inches are determined, while the river 
flow speed is 0.9 m/s. For a hose diameter of 2 inches, the initial flow velocity in the hose 
is 0.38 m/s and the final velocity at the hose outlet is 0.452 m/s. The largest pump discharge 
was obtained at a hose diameter of 2.0 inches, namely 0.00183 m3/s. 
 

Keywords: spiral pump, water discharge, fluid flow, CFD 

  

1 Introduction 

Water is a basic need for living creatures, so the water supply is something that 

must always be available so that the survival of living creatures is to be maintained. 

However, during the dry season, farmers in rural areas struggle to obtain sufficient 

water for irrigating their fields. Although rivers are the primary source of water, the 

location of these water bodies, which are typically far from the rice fields and situated at 

a lower altitude, poses a significant challenge. 

To extract water from rivers, power is required and most farmers utilise 

mechanical pumps as the power source for this task. However, the community's limited 

http://creativecommons.org/licenses/by/4.0/
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financial resources are an obstacle for people who want to use mechanical pumps 

because electricity or fuel is needed to operate the pump. 

Therefore, renewable energy is needed that will not burden the community in 

terms of funding. In several places, renewable energy has been applied using solar 

panels as a source of electricity to operate mechanical pumps, but it is not yet efficient 

because the costs of purchasing, operating and maintaining solar panels are still 

relatively large. 

Another use of renewable energy is the use of a spiral pump which was first made 

by H. A Wirtz in 1746 [1]. At that time, he used horsepower to drive the pump. The 

discovery was buried for about 240 years. Then it was picked up again and developed 

by Peter Morgan as an environmentally friendly technology with a water wheel 

replacing horse power as a pump driver. The use of spiral pumps can help the 

community, especially in the agricultural sector because spiral pumps do not require 

electricity and fuel. 

The spiral pump comprises two primary components, namely the water wheel and 

the hose, which is coiled around the water wheel on both sides. The capacity of the 

spiral pump will be greatly influenced by the flow of fluid in the hose [2,3]. In this 

regard, it is unfortunate that no researcher has yet focused on the phenomenon of fluid 

flow in hoses and how it affects the capacity of spiral pumps. A search of literature 

shows that the researchers immediately built a model of spiral pump and then tested it in 

a river or in their laboratory [4-8]. Therefore, the relationship between the fluid flow in 

the hose and the water discharge of the spiral pump is still not clear [9-11]. Therefore, it 

is necessary to conduct research on the fluid flow in the hose of the spiral pump. This 

research aims to simulate fluid flow in a spiral pump hose and analyze the water 

discharge of a spiral pump based on fluid flow simulations in the hoses. 

2 Methods 

Figure 1 shows a flow diagram regarding outlining the capacity analysis of spiral 

pump through computer simulations proposed in this research. The model was created 
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using computer aided design (CAD) software, while simulation utilized Computational 

Fluid Dynamics (CFD) software. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Flow diagram of spiral pump discharge determination 
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Two simulations were conducted in this study; the first modelling fluid flow in a 

waterwheel, and the second is simulation fluid flow in a hose. The first simulation has 

two parts. The first produces the angular speed values of the water wheel, while the 

second produces the linear speed values of the water wheel. Next, the linier speeds are 

used as the initial flow velocity values in the hose during the second simulation. 

The outcome of second simulation is the final flow velocity at the hose outlet 

corresponding to different hose diameter values. In the end, by using these simulation 

results, the water discharge values of the spiral pump can be determined. 

3 Results and Discussions 

3.1 Flow simulation at the water wheel 

Figure 2 shows the results of water wheel modeling using CAD software. The 

diameter of the water wheel is 1.2 meters which has been adjusted to the depth of the 

river. The width of the wheel is 0.6 meters, while the mass of the wheel is 28.85 kg. For 

the wheel shaft, ASTM A36 steel is used. Steel alloy material for the wheel disc and 

wheel frame, while aluminum alloy is used for the pinwheel blade. 

 

 

Figure 2. Water wheel model 
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The first simulation is a flow simulation on the wheel. Figure 3 explains the 

simulation results in the form of flow velocity values on the wheel blades at a certain 

time.  

Next, Figure 4 shows the values of flow velocity at the wheel blade versus time. 

The linear speed of the water wheel increased from 0 to 1.2 seconds, then at 1.2 

seconds, the linear speed of the water wheel stabilized at a value of 0.38 m/s. So, based 

on Figure 4 it can be seen that the linear speed of the water wheel is 0.38 m/s. This 

speed value is applied as the initial flow velocity in the hose. 

 

 

Figure 3. Flow simulation on the wheel 
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Figure 4. Graph of linear speed of the wheel against time 

 

3.2 Simulation of flow in the hose 

Figure 5 displays the results of modeling the hose of spiral pump. In this research, 

various hose diameter values were used, namely ½, ¾, 1, 1½, and 2 inches. Figure 6 

shows the flow velocity value at outlet of ½ inch diameter hose. Based on the 

simulation results, the maximum velocity of fluid flow at the hose outlet is 0.538 m/s. In 

the same way, speed values for other hose diameters are obtained. 

 

 

Figure 5. Model of the hose 
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Figure 6. Flow velocity distribution at the hose outlet with a diameter of ½ inch 

 

3.3 Discharge calculation of spiral pump 

Discharge of spiral pump can be calculated based on the flow velocity at the hose 

outlet and the diameter of the hose. Figure 7 explains the distribution of pump discharge 

values relative to hose diameter. The hose diameter values are 0.5, 0.75, 1.0, 1.5, and 

2.0 inch. 

 

Figure 7. Pump discharge versus hose diameter 
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Based on Figure 7, it is known that the hose diameter greatly influences the 

performance of the spiral pump. Specifically, the increase in pump discharge relative to 

hose diameter follows a parabolic curve. The largest pump discharge was obtained at a 

hose diameter of 2.0 inches, namely 0.00183 m3/s. 

4 Conclusions 

This research produces several conclusions as follows. Determination of the spiral 

pump discharge based on CFD simulation is carried out through two simulations, 

namely simulating the flow at the water wheel and simulating the flow in the hose of 

spiral pump. 

The determination method proposed in this research has been applied to a water 

wheel model with a diameter of 1.2 m and a width of 0.6 m. For hoses, diameters of ½, 

¾, 1, 1½, and 2 inches are determined, while the river flow speed is 0.9 m/s. 

For a hose diameter of 2 inches, the initial flow velocity in the hose is 0.38 m/s 

and the final velocity at the hose outlet is 0.452 m/s, while the resulting pump discharge 

is 0.00183 m/s. 
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