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PREFACE 

 

We are honored to announce the first issue of the journal International Journal 

of Applied Sciences and Smart Technologies (IJASST), which is managed and published 

by the Faculty of Science and Technology, Sanata Dharma University. IJASST is an 

open-access peer-reviewed journal that mediates the dissemination of research and 

studies conducted by academicians, researchers, and practitioners in science, 

engineering, and technology. Its scope also includes basic sciences which relate to 

technology, such as applied mathematics, physics, and chemistry. IJASST accepts 

submissions from all over the world, which of course, including Indonesia. 

As a result of recent trends in research and development in the field of science 

and technology, it has become important to provide the most recent information and 

technology, not only on leading-edge research in specialist areas, but also on research 

and development to solve cross-cutting issues. IJASST will be published twice in a year 

(June and December). Submitted papers will be reviewed fairly and promptly using the 

open journal system (OJS) of IJASST. After the review process, accepted papers of the 

journal will be publicly available for free at the website of IJASST. 

We are sure that IJASST will provide the opportunity to gain and present 

authentic as well as insightful scientific and technological information on the latest 

advances in science and technology. For future issues, we are looking forward to your 

submissions to IJASST. 

 

 Dr. I Made Wicaksana Ekaputra 

 Editor in Chief 

 IJASST 
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Abstract 

Sign board recognition and driver alert system which has a number of 

important application areas that include advance driver assistance systems, 

road surveying and autonomous vehicles. This system uses image 

processing technique to isolate relevant data which is captured from the real 

time streaming video. The proposed method is broadly divided in five part 

data collection, data processing, data classification, training and testing. 

System uses variety of image processing techniques to enhance the image 

quality and to remove non-informational pixel, and detecting edges. Feature 

extracter are used to find the features of image. Machine learning algorithm 

Support Vector Machine (SVM) is used to classify the images based on 

their features. If features of sign that are captured from the video matches 

with the trained traffic signs then it will generate the voice signal to alert the 

driver. In India there are different traffic sign board and they are classified 

into three categories: Regulatory sign, Cautionary sign, informational sign. 

These Indian signs have four different shapes and eight different colors. The 

proposed system is trained for ten different types of sign. In each category 

more than a thousand sample images are used to train the network. 
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1 Introduction 

Recognition of signboard correctly at the right time and at the right place is very 

important for drivers to insure themselves and their passengers’ safe journey. However, 

sometimes, due to the change of weather conditions or viewing angles, signs are 

difficult to be seen until it is too late. Now a days increases in computing power have 

brought computer vision to applications. On the other hand, the increase in traffic 

accidents accompanying the increasing amount of traffic has become a serious problem 

for society. The  road accidents is particularly high under special road conditions, such 

as at the entrance to a one-way street, sharp curves, and intersections. One possible 

countermeasure is to install ”STOP”, ”NO LEFT TURN” and other  signs in order to 

notify the driver of the road conditions and other traffic information. Anyhow, there 

remains the possibility that the driver who is depending on his/her state of mind, fail to 

notice the sign while driving, a serious accident is possible if the driver fails to notice a 

sign such as ”DO NOT ENTER”, ”STOP” etc [1]. 

It is possible that accidents can be prevented by utilizing an automatic sign board 

recognition system to provide traffic information to the driver, including information 

about the road in front of the vehicle. Signs also have distinct shapes like circles, 

triangles, rectangles and octagons. These systems assist drivers to drive safely. While 

driving the vehicle the driver gets the alert message like go slow, ahead is speed 

breaker. There are many detection techniques developed in recent days for traffic light 

and sign board detection. A system which involves detection process of traffic sign and 

sending the alert message does not exist. So keeping attention towards different traffic 

signs are difficult task for every drivers. So we proposed a system that can be used to 

detect traffic sign board. Traffic signs detection is an important part of driver assistant 

systems. These can be designed in different colors or shapes, in high contrast 

background. So in order to capture these images, traffic signs are oriented upright and 

facing camera. Hence there will be geometric and rotational distortions. In these cases 

accuracy is a key consideration. Any miss classified or undetected sign and lights will 
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produce adverse impacts on system. The basic idea of proposed system is to provide 

alertness to the driver about the presence of traffic sign at a particular distance apart. 

This system will be able to detect, recognize and infer the road traffic signs would be a 

prodigious help to the driver. The objective of an automatic road signs recognition 

system is to detect and classify one or more road signs from within live color images 

captured by a camera. The color of a traffic sign is easily distinguishable from the colors 

of the environment. 

In this we provide alertness to the driver about the presence of signboard at a 

particular distance apart. The system provides the driver with real time information 

from road signs, which consist the most important and challenging tasks. Next generate 

an voice warning to the driver in advance of any danger. This warning then allows the 

driver to take appropriate corrective decisions in order to mitigate or completely avoid 

the event. First, it is necessary to select the hardware equipment to solve this problem. 

The second stage is based on color processing or object detection method based on rapid 

color changes. Image processing technology is mostly used for the identification of the 

signboards. The alertness to the driver is given as audio output.  

2 Review of Literature 

There are many algorithms and methodologies have been proposed for road traffic 

sign detection [2-6]. Reza Azad proposed the system with Iranian Traffic signs with 

detection and recognition and the letters are segmented with SVM classifier. Another 

method has also been proposed by Gauri Tagunde based on color and shape Features by 

Detection and Recognition approaches have been proposed to deal with sign board 

detection and recognition. Most of these systems typically involve two tasks  finding the 

locations and sizes of  sign board  in natural scene images (sign board detection) and 

recognizing the detected  signs board to interpret its meaning (sign board recognition). 

Being designed with regular shapes and conspicuous colours, sign board attract human 

driver attention so as to be easily captured by human drivers. Mohammad Amen 

proposes the system with YCbCr colour space and shape based filtering the detected 

traffic signs are tracked and recognized using interest point descriptors. The algorithm is 

robust and can detect signs even when the traffic sign board is rotated. The traffic sign 
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template database can be updated easily. The method is aimed at achieving high 

accuracy in recognizing traffic signs at real-time, with a low computational cost. 

Reduced computational complexity of the algorithm enables the implementation of the 

proposed method in embedded systems for driver assistance. In the case of traffic sign 

detection majority of system make use of colour information as a method for 

segmenting images. The performance of colour based road sign detection is often 

reduced in scenes with strong illumination, poor lightning or adverse weather 

conditions. The vast majority of the existing systems consist of hand label real images 

which are repetitive time consuming and error prone process. Information about traffic 

symbols, such as shape and colour, can be used to place traffic symbols into specific 

groups; however there are several factors that can hinder effective detection and 

recognition of traffic signs. These factors include variations in illumination occlusion of 

signs, motion blur, and weather –worn deterioration of signs. Road scene is also 

generally much cluttered and contains many strong geometric shapes that could easily 

be misclassified as road signs. Accuracy is a key consideration because even one 

misclassified or detected sign could have an adverse impact on the driver. 

3 Design 

Many times  we see that many road accidents take place. This can be due to driver’s  

ignorance of traffic sign board and road signs. As the road traffic is increasing day by 

day there is a necessity of following the traffic rules with proper discipline. Traffic 

signboard detection is an important part of driver assistant systems. The basic idea of 

proposed system is to provide real time voice signal  to the driver about the presence of 

traffic sign board at a particular distance apart. The project is divided in to two part:  

1. Training  

2. Implementation  

The system provides the driver with real time information from road sign board, which 

consist the most important and challenging tasks. It generates an voice signal to the 

driver in advance of any danger. This warning allows the driver to take some 

appropriate actions in order to avoid the accident. 
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Figure 1. Flow diagram of the Proposed System 

 

The alertness to the driver is given as a voice signal  through speaker as an output. 

There are two method to classify the images in machine learning, convolution neural 

network (CNN) and Support Vector Machine (SVM). The proposed system uses support 

vector machine (SVM) for classification. 

4 Working of the System 

Support Vector Machine is a supervised machine learning algorithm which is also 

known as the linear classifier mostly used for the classification purpose. The main 

advantage of  SVM algorithm is,its strong  ability to Classify any data. When the dataset 

have a clear classification boundary in that situation SVM is best option than other 

available method.  

SVM is considered as one of the best classifier and it is simple to use and understand 

than other classifier. The proposed system uses 90% of sample data for training and 10% for testing. The working of the system is broadly divided in three phase: 

1. Color Segmentation  

2. Shape Classification 

3. Recognition 

             Camera 

Capture image from 

video 

Processing Images 

Applying SVM for 

classification & 

Recognition 

Voice alert message 

through speaker to driver 



International Journal of Applied Sciences and Smart Technologies 

Volume 1, Issue 1, pages 1–10 

ISSN 2655-8564 

  
6 

 

  

Phase 1: Color Segmentation  

In this phase candidate blob are extracted from the input image. Color segmentation 

phase is important phase because color every traffic sign are such that they appears 

different from the surrounding environment. HSI color space of image processing 

techniques used for segmenting the color. This is basically detection where region of 

interest is identified  by using image processing techniques. Using the image processing 

technique system creates contours on each video frame and finds ellipses and circle 

among those contours. Detection strategy includes, increasing the contrast of video 

frame, removing unnecessary colors like green with HSV color range, using Laplacian 

of Gaussian to display the boarder of the candidate blob, making contour by binarization 

and detecting the ellips like and circle like contours. 

 

Phase 2: Shape Classification 

The candidate blob that are extracted from the video frame of the segmentation phase 

are now need to classify. The classification of these candidate are based on the shape. 

For classification of the candidate blob based on the shape linear SVM is used. There 

are two major task involved in shape classification. 

1. Shape Feature Extraction : 

First step in shape classification is to make feature vectors for the input to the linear 

SVM. Many methods have been proposed for obtaining the feature vectors (see [7, 

8]). In this work, we have used distance to border vector (DtB) [8]. DtB stands for 

the distance of the blob from the external edge of the blob to its bounding box. 

2. Training and Testing Using Linear SVM :  

Once the feature Vector for the ROI is created then the classification is initiated. For 

Classification of the shape eight linear SVM is used. SVM is machine learning 

algorithm which can classify the data in different group. It is based on concept of 

decision plane where the training data is mapped to higher dimensional space and 

separated by plane defining two or more classes of data. The extensive introduction 

can befound in [9, 10]. 
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Figure 2. Shows possible hyper planes [11] 

 

The proposed system is trained for ten traffic signs and the image of signs we can see 

in fg.3. In this 90% of the sample data is used to trained the system and 10% of the 

sample data is used for testing the system. 

 

 

Figure 3. Trained traffic signs 

 

Phase 3: Recognition 

Once the shape classification process is done then the next step is sending the blob to 

pattern recognition stage. To perform the recognition of pattern the radial basis function 

(RBF) is used. In this phase non linear SVM is used to recognized. In this classified 

blob is first converted into gray scale image then applying feature extracter to extract 

the features of the blob. Non linear SVM is used to recognition purpose in which 

extracted features are compared with all blob that are having the same shape and color. 

If the blob features matches with the trained signs features then system generates the 
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alert message calling the label of that class. The alert message is given in the form voice 

signal through speaker. 

5 Working Result of Proposed System 

The proposed system recognized almost all the traffic sign correctly when the traffic 

sign are stable while accuracy of the system is decreases while in motion. The 

environment and light also have the adverse effect on the system. sometimes the images 

which is captured from the real time streaming video have high contrast or low contrast 

in such cases system were not able to detect the traffic sign. So performance of the 

propose system in different environment not well but if the system have sample images 

with that environment then it works well. So we can say that accuracy of the system 

depend on number of sample images for a particular sign in that environment. Due to 

text to speech converter API some time the voice signal are delayed by few second. 

6 Conclusions 

The performance of the proposed system is quite good when system move slowly 

keeping signboard stationary but performance of the system while moved fast are not as 

per expectation. Environment and light also affect the system performance. Sometime 

due to text to speech converter API alert signal was getting delay. According to 

statistical report 3 death happens every 10 minutes due to road accident in India. On 

successful implementation of this project we expect to drastic reduction in road accident 
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Abstract 

An analysis of gear transmission on a continuous passive machine (CPM) 

from the 3-dimensional design has been carried out using SolidWorks 

software. Analysis of the strength of the gear structure is affected by the 

weight of the patient's arm. Analysis of gear transmission that is affected by 

the load of the passive arm uses static simulation, by entering the patient's 

arm load. The facilities used are static simulation with the condition of fixed 

geometry in the parts related of the shaft, the effect of gravity of 10 𝑚/𝑠2, 

making mesh, and running simulation. The maximum stress that occurs in 

gear3 𝑧 =  100 𝑖𝑠 4.5524𝑒 + 006 𝑁/𝑚2, the maximum stress on gear2 𝑧 = 80 𝑖𝑠 4.81729𝑒 + 006  𝑁/𝑚2, the maximum stress on gear100 𝑧 = 20 𝑖𝑠 9.08982𝑒 + 006  𝑁/𝑚2. 

Keywords: mesh, static, simulation, continuous passive machine, spur gear. 
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1 Introduction 

Continuous passive machine (cpm) is a therapeutic tool used to train patients in joint 

movements after joint surgery [1]. The CPM machine is designed to move flexion and 

horizontal adduction using spur gear transmission. The gears are used to reduce the 

speed from the actuator and increase torque, so that it can passively move the patient's 

shoulder to do therapy. With the development of computer aided design (CAD) 

technology is very helpful in designing a product or machine. The process of designing 

in manufacturing industries used a lot of time. An engineer who has experience in using 

CAD can use various tools/facilities in CAD software in various applications in 

mechanical engineering, so that the time spent designing can be done shorter, 

productivity and quality can be produced better. One CAD software for design and 

analyzing a 3-dimensional design is Solidworks.  

The purpose of this study was to analyze the strength of material from the gear 

transmission to the patient's arm load. The strength of material of the gears are analyzed 

by the stress and strain on the gears. All analyzes of this study use SolidWorks software. 

Our main references are [2-5]. 

2 Research Methodology 

To complete the analysis in this study, the steps taken before doing the simulation are 

as follows. 

 

2.1.  Research methods 

The research methods is done by designing 3 Dimensional CPM machine, from the 

results of the design will be analyzed the transmission of straight gears. By using 

software, the stress and strain experienced by each gear that is exposed to the specified 

load will be carried out. The research method is carried out by the following steps: 

a. Collect the geometry of the CPM machine that will be designed. 

b. Design 3 Dimensional CPM machine with spur gear transmission using 

Solidworks software. 
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c. Analyzing the strength of material of the spur gear transmission of the CPM 

machine designed with the influence of the load determined using Solidworks 

software. 

d. Analyzing the strength of material of the spur gear of the CPM machine using 

Solidworks software. 

 

2.2.  Design Methods of 3-Dimensional CPM Machine 

In the CPM machine that will be designed there are 2 gearboxes that are used to 

reduce speed and increase the torque of a DC motor actuator. Two gearboxes are used 

for flexion movement and horizontal adduction has the same transmission pair. The 

method for carrying out the analysis of CPM gears transmission using the SolidWorks 

software is as follows: 

a. Design spur gear  

1. Determine the patient's arm load 

2. Determine the torque that is required for the movement of the CPM machine 

3. Determine the gear ratio used in design of the CPM machine 

4. Determine the level of spur gear transmission that used at CPM machine 

5. Determine dimensions, modules, number of teeth of spur gears based on the 

ratio of each gear transmission level 

6. Determine the material of spur gear in the design of CPM machine 

 

b. Design of spur gear transmission. 

It is assumed that the patient's arm weight is 5 𝑘𝑔 and the patient's arm is 80 𝑐𝑚 

long, so that the torque produced by the arm is 20 𝑁𝑚. Shown in the equation 

below. 𝑇 =  ½ 𝑎𝑟𝑚 𝑙𝑒𝑛𝑔𝑡ℎ 𝑥 𝑎𝑟𝑚 𝑤𝑒𝑖𝑔ℎ𝑡 𝑥 𝑔𝑟𝑎𝑣𝑖𝑡𝑦 𝑇 =  40 𝑐𝑚 𝑥 5 𝑘𝑔 𝑥 10 𝑚/𝑠2 𝑇 =  20 𝑁𝑚 

The Dc motor actuator used has a torque characteristic of 1.5 𝑁𝑚 and a rotational 

speed of 70 𝑟𝑝𝑚, so the gear transmission ratio is obtained by the equation 
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  idnc  

Symbol and description: 𝝉𝑛𝑐 : torque needed 𝜏 𝑑  : DC motor torque 𝑖    : ratio 𝜇   : efficiecy 75% 

so obtained : 

75,17

75,05,1

20











i

i

i

i

d

nc

dnc






 

From the results of the calculation the ratio is obtained at 17.75. The ratio value is 

increased for the safety factor to 20. The total ratio can be divided into 2 levels of gear 

transmission which are equal to 4 and 5. The gears are directly connected to the actuator 

gear1, then transmitted to gear2. Gear2 and gear3 are on the same axis. Next gear3 is 

transmitted to gear4. All gears are determined using the same module, which is equal to 

1mm. Gear1 is determined to have 20 teeth. So that in the first transmission the number 

of teeth obtained in gear2 is equal to: 
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204

2

2

112

1

2
1








z
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zxiz

z

z
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For second level spur gear transmissions obtained: 
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From these calculations of the level of the spur gears transmissions ore obtained as 

shown in figure 1. 

 

Figure 1. Spur gears transmission in CPM machine 

 

c. Simulation Method of structural strength in Solidworks is as follows 

1. 1.Usefasilitas Simulation facility.  

2. Select the static test form. 

3. Insert the material used for spur gear. 

4. Determine the fixed of part design. 

5. Determine the gravity on the spur gear. 

6. Determine the part of spur gear that affected by patients arm weight/load and  

enter the value of the. 

7. Create a mesh on the spur gears. 

8. Run the simulation. 

 

3 Results and Discussions 

In this section will explain the results and discussion of the simulation of the spur 

gears that used in CPM machine. The analysis that will be carried out in this study 

includes: 
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1. Analysis of spur gear 1  (𝑧 = 20) 

2. Analysis of spur gear 2 (𝑧 = 80) 

3. Analysis of spur gear 3 (𝑧 = 100) 

 

3.1.  Results 

From he design of CPM machine is shown as show in the figure 2. 

 

Figure 2. Design of CPM machine 

 

1. Simulation analysis of load on gear1 𝒛 = 𝟐𝟎 

In the analysis of the results of the design of gear1 with 𝑧 = 20 are shown as show 

Figure 3, Figure 4, and Figure 5. 

 

 

Figure 3. Stress on gear1 𝑧 = 20 due to the patient's arm load 
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Figure 4. Displacement on gear1 𝑧 = 20 due to the patient's arm load 

 

  

Figure 5. Strain  on gear1 𝑧 = 20 due to the patient's arm load 

 

Description spur gear1 𝑧 = 20 : 

Material  : 1.0503 (𝐶45) 

Mass       : 0.0277809 𝑘𝑔 

Volume  : 3.56165𝑒 − 006 𝑚3
 

Density   : 7200 𝑘𝑔/𝑚3
 

Weight   : 0.277809 𝑁 

Resultant Forces  : 51.7429 𝑁 

Total Nodes   : 22126 

Total elements  : 13140 
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Table 1. Table of results of analysis due to of patient arm load on spur gear1 𝑧 = 20 

 Type 𝐌𝐢𝐧 Max 

Stress 
VON: von Mises 

Stress 
120.602 𝑁/𝑚2

 Node: 4339 

9.08982𝑒 + 006 𝑁/𝑚2
 Node: 5019 

Displacement 
URES:   Resultant 

Displacement 
0 𝑚 Node: 838 

0.000249418 𝑚𝑚 Node: 227 

Strain 
ESTRN: Equivalent 

Strain 
3,2199𝑒 − 010  Element: 3550 

3.18916𝑒 − 005 Element: 6033 

 

In Table 1. It shows the results of the analysis of the structure due to the patient's arm 

load on the gear1 𝑧 = 20, the displacement/deflection on gear1 is 0.000249418 𝑚𝑚. 

And the strain that happened on gear1 is 3.18916𝑒 − 005. The gear1 is still relatively 

safe because the maximum Yield Strength  is 9.08982𝑒 + 006 𝑁/𝑚2, and far below the 

allowable Yield Strength which is equal to 5.800𝑒 + 008 𝑁/𝑚2. 

 

2. Simulation analysis of load on gear2 𝒛 = 𝟖𝟎 

In the analysis of the results of the design of gear2 with 𝑧 = 80 are shown in Figure 

6, Figure 7, and Figure 8. 

 

Figure 6. Stress on gear2 𝑧 = 80 due to the patients arm load 
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Figure 7. Displacement on gear2  𝑧 = 80 due to the patient's arm load] 

 

Description spur gear2 𝑧 = 80: 

Material  : 1.0503 (𝐶45) 

Mass       : 0.45213 𝑘𝑔 

Volume  : 5.79653𝑒 − 005 𝑚3
 

Density   : 7200 𝑘𝑔/𝑚3
 

Weight   : 4.43087  𝑁 

Resultant Forces   : 49.4847 𝑁 

Total Nodes   : 20410 

Total elements : 12580 

 

Table 2. Table of results of analysis due to of patient arm load on spur gear2 𝑧 = 80 

 Type Min Max 

Stress 
VON: von Mises 

Stress 
48.9205 𝑁/𝑚2

 Node: 15026 

4.81729 + 006 𝑁/𝑚2
 Node: 19255 

Displacement 
URES:   Resultant 

Displacement 
0 𝑚 Node: 110 

0.000274988 𝑚𝑚 Node: 1763 

Strain 
ESTRN: 

Equivalent Strain 
2.44294𝑒 − 010  Element: 5820 

1.77017𝑒 − 005 Element: 1609 

 

Table 2 shows the results of the analysis of the structure due to the patient's arm load on 

gear2 𝑧 = 80, the displacement/deflection on gear2 is 0.000274988 𝑚𝑚 and the strain 

that happened on gear2 is 1. 77017𝑒 − 005. The gear2 is still relatively safe because the 



International Journal of Applied Sciences and Smart Technologies 

Volume 1, Issue 1, pages 11–22 

ISSN 2655-8564 

 

 

 

 
20 

 

  

maximum Yield Strength  is 4.81729 + 006 𝑁/𝑚2 and far below the allowable Yield 

Strength which is equal to 5.800𝑒 + 008 𝑁/𝑚2. 

 

3. Simulation analysis of load on gear3 𝒛 = 𝟏𝟎𝟎 

In the analysis of the results of the design of gear3 with 𝑧 = 100 are shown in Figure 9, 

Figure 10, and Figure 11. 

 

 

Figure 9. Stress on gear3 𝑧 = 100 due to the patients arm load safe because the maximum Yield 

Strength is 9.08982𝑒 + 006 𝑁/𝑚2, and far below the allowable Yield Strength which is equal 

to 5.800𝑒 + 008 𝑁/𝑚2. 
3.2.   Discussions 

Analysis of the strength of spur gear material due to patient’s arm load, to analyze 

the gearbox transmission of the affected part of the transmission gear to transmit torque 

to the spur gear of each gears. This can be simulated because when the rotating gears of 

each gear will experience the same load and direction . 

From the design and simulation the maximum stress on the gear1 𝑧 = 20 is 9.08982𝑒 + 006 𝑁/𝑚2. On gear2 𝑧 = 80 the maximum stress that occurs is equal to 4.81729 + 006 𝑁/𝑚2. The maximum stress that occurs in gear3 𝑧 = 100 is equal to 9.08982𝑒 + 006 𝑁/𝑚2. The value of maximum stress indicates that teeth of the spur 

gear is affected by load of patients arm. The results of the simulations show that 

material 1.0503 (𝐶45) still safe. This is indicated by the maximum stress occurs in each 

gear is still far below Yield Strength. Material yield strength is 1.0503 (𝐶45) which is 

equal to 5.8𝑒 + 008 𝑁/𝑚2. 
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4 Conclusion 

For designing and simulating three dimensions, it is very helpful in evaluating the 

design of a device. Loading on the simetris section can be assumed on one part that is 

exposed to the load of the tool. The analysis in this study was carried out with static 

loading. The possibility of analysis through simulation can still be done using the 

dynamic loading method 
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Abstract 

The research aims to investigate influences of annealing on the electrical 

properties of Ba0,5Sr0,5TiO3. Ba0,5Sr0,5TiO3 material which was annealed at 

900°C for 1, 2 and 4 hours has better mechanical properties. It needs 

investigation for its electrical contribution, namely the correlation between 

grain and grain boundaries to values of resistance and capacitance. The 

changing of electrical properties was controlled by grain, grain boundary 

and the area between the sample and contact. The electrical properties of 

Ba0,5Sr0,5TiO3 were investigated by impedance spectroscopy in the room 

temperature. This method is able to separate the electrical and dielectric 

properties of the grain, grain boundary and the area between contact with 

the sample. ZsimpWin software was used to find out the equivalent 

electrical circuit, the resistance and capacitance value. It was observed that 

with the increase in annealing time the small grains resistance, the grain 

boundaries resistance, and the large grain capacitance value also increases. 

The resistance values of small grains and large grains were smaller than the 

grain boundaries resistance. The value of capacitance-resistance of the small 

grains and large grains were obtained values that tend to be smaller. 
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1 Introduction 

The rapid development and advancement of technology were influenced by the 

development of material as its basic material. The development of the material certainly 

is inseparable from the development of discoveries of properties superior of a material 

as its basic material [1]. Solid materials have been conveniently grouped into three basic 

categories: metals, ceramics, and polymers, a scheme based primarily on chemical 

makeup and atomic structure. Most materials fall into one distinct grouping or another. 

In addition, there are the composites that are engineered combinations of two or more 

different materials. A brief explanation of these material classifications and 

representative characteristics is offered next. Another category is advanced materials—

those used in high-technology applications, such as semiconductors, biomaterials, smart 

materials, and nanoengineered materials [1]. 

Barium Titanate material (BaTiO3) was originally discovered in 1941. This material 

was ferroelectric [2]. The continues research were carried out in line with the discovery 

of interesting properties on Barium Titanate (BaTiO3) material, namely the discovery of 

various attractive properties including the material is very practical because of its very 

stable chemical and mechanical properties. It has ferroelectric properties [3]. The 

application of Barium Titanate material (BaTiO3) includes the fields of thermal, 

electricity, electromechanics, and electro-optics, namely as multilayer capacitors 

(MLCs), PTC thermistors, electro-optical equipment, dynamic random access memories 

(DRAM) and tunable capacitors for microwave technology [3-5]. Barium Strontium 

Titanate which has the chemical formula BaSrTiO3 or better known as BST is one type 

of material in the ceramic group. BST is a ferroelectric material which belongs to the 

type of perovskite formed from Barium Titanate (BaTiO3) doped with Strontium (Sr). 

Addition of Strontium to Barium Titanate is able to change the nature of Barium 

Titanate because the nature of a material can be changed by heat treatment and by the 

addition of other substances [1]. 

This research was intended for the application of Ba0,5Sr0,5TiO3 as a thermistor PTC. 

One of the characteristics of PTC is the resistance of material will rise significantly if 
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the temperature of material increased [6]. The influences temperature on the material 

change the size of the grain which will cause a shift in the Curie point - the transition 

point from ferroelectric to paraelectric in the material Ba0,5Sr0,5TiO3 and phase 

transition. It shows that changing in electrical properties and transport mechanisms at 

room temperature and low temperatures are controlled by grain and grain boundaries. 

The addition of Sr to BaTiO3 will reduce the Curie temperature to room temperature [5]  

therefore it is important to examine the electrical conductivity of Ba0,5Sr0,5TiO3  

material at room temperature. 

The stimulus of electrical properties such as electrical conductivity and dielectric 

constant is the electric field [1]. The method that was used in this study is Impedance 

Spectroscopy. Impedance spectroscopy is an analytical method that is popular in the 

research and development of material science. This method provides relatively simple 

electrical measurements and the results can be related to complex material variables: 

starting from mass transport, chemical reaction rate, corrosion, amorphous and 

polycrystalline dielectric behavior, microstructure and the influences of composition on 

the conductance of solids. The Impedance Spectroscopic Method could separate the 

electrical and dielectric properties of the grain, grain boundary and the area between 

contact with the sample. The measurement impedance parameters helps identify the 

physical process and determines the types of electrical parameters that represent the 

system [7]. It is important to have an equivalent model that can provide electrical 

properties. The electrical properties of the material are determined by a series 

combination between grain and grain boundaries, each of them is represented by a 

parallel RC element. It can be said that material electrical circuits are equivalent to a 

series of two parallel RC elements [8]. Ba0,5Sr0,5TiO3 material which was annealed at 

900°C for 1, 2 and 4 hours has better mechanical properties than Ba0,5Sr0,5TiO3  material 

which was sintered [9]. In order to obtain a complete understanding of Ba0,5Sr0,5TiO3  

material properties, it is necessary to examine the electrical properties of Ba0,5Sr0,5TiO3 

which was annealed 900°C for 1, 2 and 4 hours. For this reason, it is necessary to 

examine the contribution of electricity, namely the correlation between grain and grain 

boundary to the value of resistance and capacitance. The research aims to investigate 

influences of annealing on the electrical properties of Ba0,5Sr0,5TiO3 .     
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2 Research Methodology 

The materials which were used in this study were Ba0,5Sr0,5TiO3 samples. It were 

obtained from the annealing temperature at 900°C for 1, 2 and 4 hours using Ney 

Vulcan furnaces 3-550. The sample Ba0,5Sr0,5TiO3 are shaped like a piece that have a 

diameter of 10 mm, 2 mm thick and have a mass of 0.5 gr. Samples of Ba0,5Sr0,5TiO3 

which had been washed were given contact from fiber wire. Sample preparation is done 

by heating samples that have been given silver glue at temperature of 120°C for 1 hour 

using Memmert 1534 Furnace. The heating function is to quicken the glue drying 

process and to further glue the contact wire to the sample.  

The prepared sample is ready to measured the value of the RLC with the RCL meter 

which has been calibrated. Since the measurements with RCL meter were very 

sensitive, it were done in a stable sample state. The measuring values are the impedance 

and phase angle of each sample at a frequency of 50 Hz-1 MHz. The measurement 

starts from a high frequency of 1 MHz to a low frequency of 50 Hz to maintain the 

stability of the reading of the impedance value. 

Data of impedance and phase angles are used to determine the real part of impedance 

(Zreal) and imaginary part of impedance (Zimaginary). The data are used as input data for 

processing data with ZsimpWin program to obtain the impedance spectrum in the 

Nyquist plot. The ZsimpWin software is used to obtain the equivalent electrical circuit 

according to the physical state of the sample. By providing input impedance data and 

selecting the desired electrical circuit, the software will automatically match the 

impedance curve. The equivalent circuit depends on the character of the measured 

sample. The value of each electrical component characterizes the electrical properties of 

the sample. 

3 Results and Discussions 

Variation of Zreal vs log frequency on samples annealed at 900˚C for 1, 2 and 4 hours is 

presented  Figure 1. The Zreal value on samples annealed at 900˚C for 4 hours increase 

significantly compared to the samples annealed at 900˚C for 1 hour and 2 hours. The 
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increasing in annealing time will increase the Zreal value. It shows decreasing in AC 

conductivity. 

 

Figure 1. Graph of Zreal vs log frequency   

(annealed at 900˚C for 1 hour, 2 hours and 4 hours) 

 

Figure 1 also shows that the Zreal value of the high-frequency log is much smaller 

than the low-frequency log. It indicates that Zreal at high frequencies, grains contribute 

to electrical conduction, while at low frequencies the role is at the grain boundary. The 

changing in impedance spectrum occurs more often at low frequencies, namely at the 

grain boundary because it is a less stable area. 

 

Figure 2. Comparison of Nyquist plots (annealed at 900˚C for 1 hour, 2 hours and 4 hours) 
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Figure 2 shows comparison of Nyquist plots (annealed at 900˚C for 1 hour, 2 hours 

and 4 hours). It shows that the increasing time of annealing causes the Impedance 

Spectrum curve to become larger and higher. It indicates the changing in the resistance 

and capacitance values in the sample. 

The value of electrical elements can be obtained by modeling the electrical circuit 

from the Nyquist curve with fittings using the ZsimpWin program. After fitting in 

several electrical circuits, the most suitable electrical circuit obtained which is the 

model circuit in the sample is as shown in Figure 3. 

 

 

Figure 3. Equivalent electrical circuit; R0 = interface resistance; R1 & C1 = resistance & 

grain capacitance (small size); R2 & C2 = grain boundary resistance & capacitance; R3 & C3 = 

grain resistance & capacitance (large size) 

 

Comparison of measurement data with the results of fittings on samples annealed at 

900˚C for 1 hour, 2 hours and 4 hours are shown in Figure 4, Figure 5 and Figure 6.. 

 

 

Figure 4. Comparison of measurement data & the results of fitting on samples annealed at 

900˚C for 1 hour 
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Figure 5. Comparison of measurement data & the results of fitting on samples annealed at 

900˚C for 2 hours 

 

 

 

Figure 6. Comparison of measurement data & the results of fitting on samples annealed at 

900˚C for 4 hours 
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The resistance and capacitance values which were obtained from the results of fitting 

by ZsimpWin were summarized in Table 1. 

 

Table 1. Value of resistance and capacitance 

 

 

 

 

 

 

 

Table 1 shows that the resistance values of small grains and large grains were smaller 

than the grain boundaries resistance. Grains were more stable than grain boundaries so 

that the resistance value were smaller. It was observed that with the increase in 

annealing time the small grains resistance, the grain boundaries resistance, and the large 

grain capacitance value also increases.  The annealing process can be used to reduce the 

thermal stress that is known from cracks which are found to be smaller according to the 

increase in annealing time. Annealing is also able to improve microstructure which is to 

produce smaller, homogeneous grains and not to find porosity [9]. The contact area 

between one item and another becomes more and more so that it produces resistance 

and the capacitance gets bigger. The value of capacitance-resistance of the small grains 

and large grains were obtained values that tend to be smaller, this is probably due to the 

distribution of grains that have not been homogeneous in the sample layer [9]. 

4 Conclusions 

Influences of annealing on the electrical properties of Ba0,5Sr0,5TiO3 can be written as 

follows: 

a. It was observed that with the increase in annealing time the small grains 

resistance, the grain boundaries resistance, and the large grain capacitance value 

also increases. 

Circuit 

element 

Annealed at 900˚C 

1 hour 2  hours 4  hours 

R0 (Ω) 19,84 19,27 163 

C1 (μF) 1,43 1,19 0,20 

R1 (kΩ) 18,3 379,5 411,3 

C2 (μF) 0,68 0,68 0,10 

R2 (MΩ) 13,36 14,53 38,77 

C3 (F) 0,99𝐸 − 6 1,60𝐸 − 6 9,07𝐸15 

R3 (kΩ) 480,9 14,91 0,1𝐸 − 3 
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b. The resistance values of small grains and large grains were smaller than the grain 

boundaries resistance.  

c. The value of capacitance-resistance of the small grains and large grains were 

obtained values that tend to be smaller. 
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Abstract 

The increase in crime from day to day needs to be a concern for the police, 

as the party responsible for security in the community. Crime prevention 

effort must be done seriously with all knowledge that they have. To increase 

police performance of crime prevention effort, it is necessary to analyze 

crime data so that relevant information can be obtained. This study tried to 

analyze crime data to obtain relevant information using clustering in data 

mining. Clustering is a data mining method that can be used to extract 

valuable information by grouping data into groups that have similar 

characters.The data used in this study were crime patterns which were then 

grouped using K-medoids clustering algorithm. The obtained results in this 

study were three crime groups, namely high crime level with 4 members, 

medium crimelevel with 6 members and low crime level with 8 members. It 

is expected that this information can be used as material for consideration in 

crime prevention effort. 

Keywords: clustering, k-medoids, criminality 
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1 Introduction 

Crime is any act that is prohibited by public law to protect the public and given 

punishment by the state. These acts are punished because they are violating the social 

norms such as act that conflict with legal norms, social norms and religious norms that 

applied in the society [1]. The existence of punishment applied by law enforcement does 

not make the criminals undermine their intentions, and in fact criminal in Yogyakarta 

are increasing widespread. 

The increase of criminal cases in the society can result in losses both materially and 

immaterially. For this reason, efforts are needed from law enforcement to reduce crime 

in the society. Such efforts can be done by finding relevant information related to crime. 

Such information can be obtained by processing and analyzing crime data owned by the 

police. 

The crime data owned by the Yogyakarta Police is still stored in the manual form 

such as register books and excel. The data is only stored and is not used to produce any 

information. Where the data can be processed and analyzed to produce valuable 

information in efforts to prevent crime. Data mining is aproper technique to extract 

important information from a data set. 

Crime data owned by the police can be processed using data mining to become crime 

patternsthat represent relationship between crimes. The research was successfully done 

by Atmaja [2], the result was crime patterns presented in graph form. The weakness in 

that study isthat there is no clear grouping on crime level form generated crime patterns. 

This study tried to refine previous research by groupings crime patterns into three 

categories, namely high crime level, medium crimelevel and low crime level. 

Clustering is one of the data mining techniques that aims to group data based on 

information found in the data [3]. The grouping is based on the similarity between data 

so the data in the same cluster is homogeneous. Thus clustering is a very appropriate 

method for classifying crime patterns into high, medium and low crime level. 

Researches on implementation of clustering method have been done, as done by 

Singh et. al. [4]. They tried to implement K-means clustering algorithm by using three 

different distance measurements namely Euclidean, Manhattan and Chebychev. The 
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result is that the implementation of K-means algorithm using Euclidean distance 

measurements can produce the best group from the other distance measurements. So it 

can be concluded that the best pair for K-means algorithm is the Euclidean distance 

measurement. 

Research on the use of Euclidean distance in K-means algorithm has been 

successfully done by Atmaja [5]. The aim of his study was to cluster crime data into 

three categories, namely high, medium and low crime level. Although the objective of 

the research was achieved, K-means algorithm is classified as an ineffective algorithm 

because it involves too much noise and outliers caused by the average selection of 

clusters [6]. 

This study tried to improve previous study by replacing K-means algorithm with K-

medoids algorithm. K-medoids algorithm is one of the clustering algorithms that are not 

influenced by outliers or other extreme variables [6]. K-medoids work by determining 

the center point of existing data without performing an average calculation as in K-

means.The following is the K-medoids algorithm [6]: 

 

 

Figure 1. K-medoids algorithm 

 

The result of this studyis crime patterns that have been divided into three groups, 

namely high, medium and low crime level. It is expected that the police can use this 

information to improve crime prevention efforts in the society. 

2 Research Methodology 

Research methodology done by this research is activity steps to implement K-means 

algorithm to cluster crime patternsfrom Yogyakarta Police data which are presented in 

Figure 2. 



International Journal of Applied Sciences and Smart Technologies 

Volume 1, Issue 1, pages 33–44 

ISSN 2655-8564 

  
36 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure  2. Research Methodology 

 

Figure 2 shows research methodology which began with literature study to study 

relevant theories related to solve problems. The next step wasdata collecting related to 

research, in this case the processed data was crime data from Yogyakarta Police. The 

crime data that has been collected then processed using association techniques in data 

mining to produce association rules that described crime patterns. Generated rules was 

used as input to K-medoids algorithm to produce crime patterns accompanied by 

grouping based on low, medium and high crime level. The next step wasresult analyzing 

that has been obtained to find out whether the objective achieved or not. Finally, the 

result analysis will draw conclusions from the research that has been done.Suggestions 

were also given to correct existing disadvantages to be applied in the future research. 

  

Literature Study 

Data Collecting 

Association Rules 

Generation 

Clustering with  

K-medoids 

Result Analysis 

Concluding result 

and giving advice 
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3 Results and Discussions 

3.1  Crime Patterns 

There are 18 samples of crime patterns as results of association technique processing 

accompanied by support and confidence. The data will be grouped using the K-medoids 

algorithm based on variable support and confidence. These data are presented in Table 

1. 

Table 1. Crime patterns 

No. Rules Support Confidence 

1 IF Embezzlement THEN Theft 0.02 0.03 

2 IF Theft THEN Embezzlement 0.02 0.29 

3 IF Embezzlement THEN Deception 0.54 0.81 

4 IF Deception THEN Embezzlement 0.54 0.82 

5 IF Embezzlement THEN Document Forgery 0.02 0.03 

… … … … 

18 IF Unpleasant Act THEN Defamation 0.02 0.38 

 

3.2  Determining Initial Medoids 

In the first stage, three medoidswere randomly selected from data sample in Table as 

shown in Table 2. 

Table 2. Three initial medoids 

  Medoid 

  C1 C2 C3 

Support 0.54 0.08 0.03 

Confidence 0.81 0.12 0.30 

 

3.3  Calculating Euclidean Distance Iteration 1 

The next step is euclidean distance calculation from each data to the three selected 

medoids. Euclidean distance is calculated based on the following formula [6]: 𝑑(𝑖, 𝑗) =  √(𝑥𝑖1 − 𝑥𝑗1)2 + (𝑥𝑖2 − 𝑥𝑗2)2  
Here, 𝑑(𝑖, 𝑗) represents distance between data andmedoid, 𝑥𝑖1 denotes support value in 

each data, 𝑥𝑗1  ismedoid (c) for support, 𝑥𝑖2 denotes confidence value in each data and 𝑥𝑗2 ismedoid (c) for confidence. Table 3 presents results from euclidean distance 
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calculation on each data along with medoid information which has the shortest distance 

to the data. 

 

Table 3. Rules with euclidean distance 

Rules Support Confidence 
Distance to Medoid Shortest 

Distance C1 C2 C3 1 0.02 0.03 0.937 0.108 0.270 0.108 2 0.02 0.29 0.735 0.180 0.014 0.014 3 0.54 0.81 0.000 0.829 0.721 0.000 4 0.54 0.82 0.010 0.838 0.728 0.010 5 0.02 0.03 0.937 0.108 0.270 0.108 6 0.02 0.41 0.656 0.296 0.110 0.110 7 0.09 0.13 0.815 0.014 0.180 0.014 8 0.09 0.97 0.478 0.850 0.673 0.478 9 0.02 0.03 0.937 0.108 0.270 0.108 10 0.02 0.41 0.656 0.296 0.110 0.110 11 0.08 0.12 0.829 0.000 0.187 0.000 12 0.08 0.94 0.478 0.820 0.642 0.478 13 0.03 0.30 0.721 0.187 0.000 0.000 14 0.03 0.86 0.512 0.742 0.560 0.512 15 0.02 0.23 0.779 0.125 0.071 0.071 16 0.02 0.69 0.534 0.573 0.390 0.390 17 0.02 0.44 0.638 0.326 0.140 0.140 18 0.02 0.38 0.675 0.267 0.081 0.081 

 

From Table 3, it can be seen that medoid C1 has 5 members rules {3,4,8,12,14}, medoid 

C2 has 5 members rules {1,5,7,9,11} and medoid C3 has 8 members rules {2,6,10,13,15,16,17,18}. 
 

3.4  Calculating Total Cost Iteration 1 

Calculating total cost is the final step from iteration 1, by summing the shortest 

distance from data in Table 3, so the total cost is 2.734. 

 

3.5  Determining Random Medoids Iteration 2 

The process continues to iteration 2 by selecting a new random medoid from the data 

to replace the medoid C3 temporarily. The selection of a new medoid should not be the 
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same as one of the medoids that has been selected. Table 4 shows three medoids for 

iteration 2. 

 

Table 4. Three medoids iteration 2 

 

Medoid 

  C1 C2 C Random 

Support 0.54 0.08 0.03 

Confidence 0.81 0.12 0.86 

    

 

3.6  Calculating Euclidean Distance Iteration 2 

After a new medoid has been determined, the next step is to recalculate the euclidean 

distance for each data based on three medoids from Table 4. The results isshown in 

Table 5. 

Table 5. Rules with euclidean distance iteration 2 

Rules Support Confidence 
Distance toMedoid Shortest  

C1 C2 C3 Distance 1 0.02 0.03 0.937 0.108 0.830 0.108 2 0.02 0.29 0.735 0.180 0.570 0.180 3 0.54 0.81 0.000 0.829 0.512 0.000 4 0.54 0.82 0.010 0.838 0.512 0.010 5 0.02 0.03 0.937 0.108 0.830 0.108 6 0.02 0.41 0.656 0.296 0.450 0.296 7 0.09 0.13 0.815 0.014 0.732 0.014 8 0.09 0.97 0.478 0.850 0.125 0.125 9 0.02 0.03 0.937 0.108 0.830 0.108 10 0.02 0.41 0.656 0.296 0.450 0.296 11 0.08 0.12 0.829 0.000 0.742 0.000 12 0.08 0.94 0.478 0.820 0.094 0.094 13 0.03 0.30 0.721 0.187 0.560 0.187 14 0.03 0.86 0.512 0.742 0.000 0.000 15 0.02 0.23 0.779 0.125 0.630 0.125 16 0.02 0.69 0.534 0.573 0.170 0.170 17 0.02 0.44 0.638 0.326 0.420 0.326 18 0.02 0.38 0.675 0.267 0.480 0.267 
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From Table 5, it can be seen that medoid C1 has 2 members rules {3,4}, medoid C2 has 

12 members rules {1,2,5,6,7,9,10,11,13,15,17,18} and medoid C3 has 4 members rules 

{8,12,14,16}. 

 

3.7  Calculating Total Cost Iteration 2 

Calculating total cost is the final step from iteration 2,  by summing the shortest 

distance from data in Table 5, so the total cost is 2.416. To determine the next iteration, 

total cost from iteration 2 is compared with iteration 1, which is 2,416 > 2,734. 

Because the total cost of iteration 2 is not greater than iteration 1, the iteration is 

continued to iteration 3 and the medoid C Random replaces medoid C3. 

 

3.8  Determining Random Medoids Iteration 3 

The process continues to iteration 3 by selecting a new random medoid from the data 

to replace the medoid C3 temporarily (C Random from iteration 2). The selection of a 

new medoid should not be the same as one of the medoids that has been selected. Table 

6 shows three medoids for iteration 3. 

 

Table 6. Three medoid iteration 3 

  Medoid 

  C1 C2 C Random 

Support 0.54 0.08 0.02 

Confidence 0.81 0.12 0.44 

    

 

3.9  Calculating Euclidean Distance Iteration 3 

After a new medoid has been determined, the next step is to recalculate the euclidean 

distance for each data based on three medoids from Table 6. The results is shown in 

Table 7. 
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Table 7. Rules with euclidean distance iteration 3 

Rules Support Confidence 
Distance to Medoid Shortest 

Distance C1 C2 C3 1 0.02 0.03 0.937 0.108 0.410 0.108 2 0.02 0.29 0.735 0.180 0.150 0.150 3 0.54 0.81 0.000 0.829 0.638 0.000 4 0.54 0.82 0.010 0.838 0.644 0.010 5 0.02 0.03 0.937 0.108 0.410 0.108 6 0.02 0.41 0.656 0.296 0.030 0.030 7 0.09 0.13 0.815 0.014 0.318 0.014 8 0.09 0.97 0.478 0.850 0.535 0.478 9 0.02 0.03 0.937 0.108 0.410 0.108 10 0.02 0.41 0.656 0.296 0.030 0.030 11 0.08 0.12 0.829 0.000 0.326 0.000 12 0.08 0.94 0.478 0.820 0.504 0.478 13 0.03 0.30 0.721 0.187 0.140 0.140 14 0.03 0.86 0.512 0.742 0.420 0.420 15 0.02 0.23 0.779 0.125 0.210 0.125 16 0.02 0.69 0.534 0.573 0.250 0.250 17 0.02 0.44 0.638 0.326 0.000 0.000 18 0.02 0.38 0.675 0.267 0.060 0.060 

 

From Table 7, it can be seen that medoid C1 has 4 members rules {3,4,8,12}, medoid 

C2 has 6 members rules {1,5,7,9,11,15} and medoid C3 has 8 members rules {2,6,10,13,14,16}. 

 

3.10  Calculating Total Cost Iteration 3 

Calculating total cost is the final step from iteration 3, by summing the shortest 

distance from data in Table 7. So the total cost is 2.510. To determine the next iteration, 

total cost from iteration 3 is compared with iteration 2, which is 2.510 > 2.416. 

Because the total cost of iteration 3 is greater than iteration 2, the iteration stops. 

 

3.11  Results 

Each medoid represents 1 group of crime level based on support and confidence. C1 

represents high crime level, C2 represents medium crime level and C3 represents low 

crime level. The results of crime patterns grouping are shown in Tables 8, 9 and 10. 
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Table 8. High level crime patterns 

No. Rules Support Confidence 

1 IF Embezzlement THEN Deception 0.54 0.81 

2 IF Deception THEN Embezzlement 0.54 0.82 

3 IF Fiduciary THEN Embezzlement 0.09 0.97 

4 IF Information violation and electronic transaction 

THEN Deception 

0.08 0.94 

 

Table 9. Medium level crime patterns 

No. Rules Support Confidence 

1 IF Embezzlement THEN Theft 0.02 0.03 

2 IF Embezzlement THEN Document Forgery 0.02 0.03 

3 IF Embezzlement THEN Fiduciary 0.09 0.13 

4 IF Deception THEN Document Forgery 0.02 0.03 

5 IF Deception THEN Information violation 

and electronic transaction 

0.08 0.12 

6 IF Persecution THEN Beating 0.02 0.23 

 

Table 10. Low level crime patterns 

No. Rules Support Confidence 

1 IF Theft THEN Embezzlement 0.02 0.29 

2 IF Document Forgery THEN Embezzlement 0.02 0.41 

3 IF Document Forgery THEN Deception 0.02 0.41 

4 IF Persecution THEN Domestic Violence 0.03 0.3 

5 IF Domestic Violence THEN Persecution 0.03 0.86 

6 IF Beating THEN Persecution 0.02 0.69 

    

 

Tables 8, 9 and 10, show that some crime patterns are classified as high and some others 

are classified as low. Information about high level crime can be used by the police to 

prevent potential crime in the society. 

4 Conclusions 

It can be concluded that K-medoids algorithm can be used to cluster crime patterns 

into three crime levels namely, 4 rules classified as high level crime, 6 rules classified 
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as medium level crime and 8 rules classified as low level crime. Suggestions that can be 

given based on the results of this study are: 

a) There is a need to compare some distance method for K-medoid algorithm. Thus, 

it can be known the most appropriate distance calculation method for K-medoid 

algorithm.  

b) There is a need to apply weighting mechanism for each variable because not all 

variables have the same interests and priorities. 
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Abstract 

Human age estimation is one of the most challenging problem because it 

can be used in many applications relating to age such as age-specific 

movies, age-specific computer applications or website, etc. This paper will 

contribute to give brief information about development of age estimation 

researches using deep learning. We explore three recent journal papers that 

give significant contribution in age estimation using deep learning. From 

these papers, they selected classification methods and there is gradual 

improvement in result and also in selected loss function. The best result 

gives MAE (mean average error) 2.8 years and VGG-16 is the most selected 

CNN architecture.  

Keywords: age estimation, facial analysis 

 

1 Introduction 

Human age can be estimated by facial appearance. Our faces show a special pattern 

in every lifetime so that our faces will have a huge difference every lifetime such as in 

childhood and adulthood. For the same person, the photo taken at different years 

indicate the aging process on their faces. The longer the interval is, the more obvious 
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changes there will be. Facial age estimation has potential application such as age-

specific movies, age-specific products vending machine like tobacco, alcohol, and other 

age-specific computer applications or websites.  

Estimating age from images is one of the most challenging work in facial analysis. It 

is hard to accurately predict human age because human facial aging is a slow and 

complicated process effected by many factors. With rapid advances in computer vision 

and pattern recognition, this problem becomes an interesting topic. 

A typical pipeline of the existing methods for age estimation usually consists of two 

modules: age image representation and age estimation techniques [1]. Recently, deep 

learning schemes, especially Convolutional Neural Networks (CNNs), have been 

successfully employed for many tasks related to facial analysis. This paper aims to 

provide a brief description about some papers that have done age estimation research 

using CNN or deep learning. We will limit discussion to only a few paper published in 

journals or conferences in the last 5 years and became an important milestone of age 

estimating work. This paper is organized as follows: in section 2, age estimation 

algorithm will be explained and in section 3, we will explain about CNN architecture.  

2 Age Estimation Algorithm                                                                      

There has been a significant volume of research done for age estimates. This paper 

will focus on some papers that contributed significant development. We will explain 

these researches together with the estimation algorithm used. For age estimation, there 

are three methods that have been worked on, namely, classification, regression and 

ranking. In classification method, human age is assumed to be classified according to 

age-groups. The weakness of classification method is the sharing of important 

information between adjacent age groups. This is addressed by regression methods 

which appear to perform better. A different approach to deal with this challenge is to 

adopt ranking methods. 
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Figure 1. Pipeline of DEX method [2] 

 

We choose Rothe’s work [2] as first paper examined and the winner of the LAP 2015 

challenge [3] on apparent age estimation. Age estimation done by Rothe is a 

classification method. They use VGG-16 [4] as base CNN architecture called DEX 

(Deep Expectation). Fig. 1 shows pipeline of DEX method. System will get face image 

and then, it will be classified using CNN into 101 classes. These classes describe 

possible age groups from face image samples. They train CNN for classification and at 

test time, they compute expecting value over the softmax-normalized output 

probabilities of |𝑌| neurons.  

𝐸(𝑂) = ∑ 𝑦𝑖𝑜𝑖|𝑌|
𝑖=1 , (1) 

where 𝑂 = {1, 2, . . . , |𝑌|} is the |𝑌|-dimensional output layer and 𝑂𝑖 ∈ 𝑂 is the softmax-

normalized output probability of neuron 𝑖. Their research result a MAE (mean average 

error) 3.09 years with using IMDB-WIKI [2] as training dataset and FG-NET as testing 

dataset [5]. 

The same research was also conducted by Antipov [6]. They also use VGG-16 as 

base CNN architecture. They did the research with 3 kind age encoding, Fig. 2,: (1) pure 

year classification, called 0/1 Classification Age Encoding (0/1 CAE), (2) pure 

regression, called Real Value Age Encoding (RVAE), (3) soft classification, called 

Label Distribution Age Encoding (LDAE). Each encoding has its loss function but 

LDAE gives the best result.  

𝐿𝐿𝐷𝐴𝐸 = − 1𝑁 ∑ ∑(𝑡𝑖𝑘 𝑙𝑜𝑔 𝑝𝑖𝑘 + (1 − 𝑡𝑖𝑘) 𝑙𝑜𝑔(1 − 𝑝𝑖𝑘))100
𝑖=1

𝑁
𝑘=1  (2) 

where 𝑁 denotes number of images in batch, 𝑘 denotes number of age class, 𝑡 denotes targets, 𝑝 denotes to prediction. Loss function refer to Gaussian distribution. 
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Lost function become differentiator between Rothe [2] and Antipov [6], but they are 

still in classification method. Antipov research result MAE 2.84 years using FG-NET as 

testing dataset. 

 

 

Figure 2. Example of encoding [6]. 𝑡 denotes encoding result and 𝜎 is a hyper parameter of 

LDAE. 

 

Two papers before showed evolution of classification methods especially in loss 

function development. Hu et al [7] made improvement with adding age difference 

estimator. This component is built to overcome limitation of ground-truth age label 

dataset. Making ground-truth age label dataset is a costly effort so Hu et al propose a 

new dataset consisted of pair face images of same person with different taken time. This 

new dataset is used to make age difference loss function. 

 

 

Figure 3. An overview of proposed method by Hu [7] 
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Fig. 3 shows an overview of proposed method by Hu. The system will give 2 

outputs: age estimation and age difference. After training phase, CNN architecture will 

have values that will be tested with testing dataset. Initial probability distribution of age 

classes is set to Gaussian distribution. The age difference information with three kinds 

of loss functions, i.e. entropy loss, cross entropy loss and Kullback-Leibler (K-L) 

divergence distance. These loss functions can not only force the probability distribution 

of age classes to have one single peak value but also make the probability distribution 

locate within the correct range. This research result MAE 2.8 years using FG-NET as 

testing dataset. 

3 Discussions 

From three recently age estimation researches [2], [6], [7], we know that CNN 

architecture give good result in age estimation. Estimation method using classification 

approach gives good result. The challenge in CNN architecture is to find the best loss 

function which Gaussian distribution is the most choice used by researchers.  

Based on three papers above, CNN architecture giving best prediction is VGG-16. 

This architecture is basically designed for face recognition but based on these papers, 

this architecture give good result for age estimation. 

The other challenge is to find effective and efficient training dataset. From 3 papers, 

2 papers [2], [7] contribute new dataset  that is used by another similar paper for its 

training. IMDB-WIKI dataset [2] is not only used by [2] but it is also used by [6] for 

training phase. The big challenge is to make age label automatically. Further implication 

is hard to label age for its facial image. 

4 Conclusions 

In this paper, we have reviewed a few milestone papers in age estimation using deep 

learning. All papers result significant improvement in age estimation. Significant 

development component for these problem solving are loss function and dataset. From 

the recent researches, the task still open for improvement especially using deep learning. 

In the future, this problem still gives challenging because aging process is a complex 

process influenced by many internal and external factor such as gene, environment, etc. 
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Abstract 

In the implementation of image processing to translate the image of the 

numbered musical notation into a numerical character requires some initial 

process that must be passed like image segmentation process. The advantage 

of successful segmentation process is that it can reduce the failure rate in the 

object recognition process. Segmentation process determines the success of 

object recognition process, it takes segmentation algorithm that can perform 

accurate object separation. The combination segmentation process 

developed in this research used projection profile algorithm, watershed and 

non-object  filtering. Profile projection algorithm is used to crop the image 

of the musical horizontally and vertically. The watershed algorithm is used 

to segment the numerical object of numerical notation generated from the 

projection profile process. Non-object filtering is a continuation of the 

watershed algorithm that includes the non-object reduction process and the 

process of combining objects so that the original object segment will be 

generated. Based on the results of the research, the accuracy of the segment 

on watershed segmentation is        higher than watershed segmentation 

without combination of       . 
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1 Introduction 

Indonesian regional songs are a valuable cultural heritage of Indonesia and have 

important characteristics in each region. Each regional song provides valuable advice or 

knowledge to the younger generation. Regional songs in addition to consisting of 

sounds also have a tone or music in the form of score numbers notation [1] so that we as 

young people are expected to be able to understand and preserve regional songs. One 

way to understand folk songs is to learn folk songs, especially on scores of number 

notations by performing image processing. 

In the application of image processing to translate the image number notation into 

numerical characters requires several initial processes (pre-processing) that must be 

passed like the image segmentation process. The process of image segmentation is a 

process to separate one object from another object. One advantage of the success of the 

segmentation process is that it can reduce the level of failure in the object recognition 

process. In research [2] a method of combining intensity filtering (high pass filtering 

and low pass filtering) was developed as image pre-processing for noise reduction and 

watershed transformation to produce better quality segmentation. The result of 

combining this method is able to reduce excessive over segmentation. Based on 

research [3] river segmentation is an important process in the river tracking system 

using unmanned aerial vehicles. This process greatly determines the success of the river 

tracking system, this is because the output of image segmentation is an input that 

determines the outcome of the next process. 

Based on the research [4] profile projection segmentation algorithm on the Javanese 

literary text document image Hamong Tani is a relatively good algorithm for document 

image segmentation with an accuracy of         and standard deviation of        . 

Based on the research [5] it was tested on Batak characters and the results of 

segmentation yielded a percentage value of truth segmentation ranging from     to        with a confidence level of    . Based on the research [6] which examined the 

image segmentation of braille documents using the projection profile method. The 
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results of the study were able to distinguish front side dots (Recto) and back side dots 

(Verso). Based on research [7] which examines the text image segmentation on soil 

maps using radon transformation based projection profile can be used to cluster text 

blocks. Based on research [8] which examines intelligent systems with the introduction 

of numerical music notation (NMRPIS) automatically using Optical Music Recognition 

(OMR). Based on the results of the experiment the level of introduction of NMRPIS 

reached     and the performance rate was         
The watershed segmentation algorithm is one of the segmentation algorithms based 

on topographic forms [9]. Based on the research [10] the combination of medical image 

segmentation algorithms, namely reconstruct gradient, float-point active-image, 

watershed algorithm and the Grab Cut algorithm that functions to cut the image 

smoothly. In quality the combination of algorithms produces a good image, so that in 

the process of analysis and analysis will give better results. Based on research [11] 

watershed segmentation algorithms on Javanese literary text document images produce 

many objects, so the results of watershed segmentation are not good with an accuracy of         which can increase failure in the object recognition process. The results of 

watershed segmentation contain many objects and not objects so it is necessary to filter 

out objects and non-objects by throwing away not objects so that the expected level of 

accuracy is more accurate. Given the importance of the results of the segmentation 

process as an initial process of object recognition, a segmentation algorithm is needed 

that can accurately separate objects. 

To correct this problem, it is necessary to create a score segmentation algorithm, 

number notation on a regional song which is a combination of a watershed algorithm, 

profile projection and filtering not an object. This research is expected to help attract the 

interest of the younger generation in preserving Indonesian regional culture and 

applying combinations can help improve the performance of the proposed algorithm in 

terms of the accuracy of segmentation results. 

2 Research Methodology 

The research method discusses the design of research methods, implementations and 

datasets. In the design of the research method, in broad outline, it discusses the flow of 
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the process of watershed segmentation combinations and the process flow segmentation 

wathershed without a combination. In the implementation phase, it discusses the results 

of implementation of the watershed segmentation program. For datasets explain the 

types and examples of images used. 

 

2.1  Design of Research Methods 

In the research method phase, it discusses the design of the combination segmentation 

process flow between watershed algorithms, profile projection and filtering rather than 

objects with watershed algorithmic segmentation without combination. The design of 

the segmentation process flow is shown in Figure 1. 

 

START

END

1

BINERIZATION

2

INITIAL STAGE 

DILATION

3

PROFILE PROJECTION 

SEGMENTATION

5

EROSION

4

DILATED

6

MORPHOLOGICAL 

GRADIENT

7

WATERSHED 

SEGMENTATION

8

SEGMENT COORDINATING 

SEARCH PROCESS

9

REDUCTION PROCESS 

NOT OBJECT

10

OBJECT 

COMBINATION 

PROCESS

11

COORDINATE 

CONVERSION 

PROCESS TO IMAGE

Watershed Segmentation without Combination

 

Figure 1. Designing the process flow of the image segmentation number notation 

 

Figure 1 shows the flow of the combined segmentation process from the watershed 

algorithm, profile projection and filtering not objects that include binaryization 

processes, dilated early stages until the process of converting coordinates to images, 

while the design of watershed algorithm segmentation without combination includes 
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binary processes, initial dilation, dilation, erosion, morphological gradient and 

watershed segmentation. 

The binary process is the process of changing the gray scale format into a binary 

image (black and white). In the binary process, thersholding will be sought, then the 

point with a certain gray scale value range is changed to black and the rest to white. In 

this study using the otsu method [9]. The purpose of the otsu method is to divide the 

gray scale image histogram into two different regions automatically without requiring 

user assistance to enter the threshold value. 

The initial dilation process is the process of enlarging the size of an object and 

repairing a separate object by adding layers around the object with 8-connected. The 

purpose of this process is to smooth the binary image so that separate pixels will join 

into a complete object. 

Profile projection is the process of changing a binary image into a single dimension 

array (histogram) that is perpendicular to the x axis or y axis. Image profile projection is 

divided into 2, namely horizontal profile projections and vertical profile projections. 

Horizontal profile projection is the number of black pixels perpendicular to the   axis 

using equation (1): 

      ∑       
    (1) 

Whereas vertical profile projection is the number of black pixels perpendicular to the   axis using equation (2): 

      ∑       
    (2) 

Description of equations (1) and (2), namely S       are images in row   and column  , are vertical profile projections, are horizontal profile projections,   is column or 

image width,    row or image height,   are indexes for rows             and   is 

index for columns            . 

Dilation process [9] is a process to increase the size of an object by adding layers 

around the object with 8-connected. The purpose of the dilation process is slightly 

different from the initial dilation process, which is to produce a morphological gradient 
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image. The process of erosion [9] is the process of reducing the size of an object by 

eroding the layer around the object with 8-connected. The purpose of this process is to 

produce a morphological gradient image. The morphological gradient process [9] is the 

process by which the new image produced is the result of the difference between the 

dilation process and the erosion process. The morphological gradient process aims to 

prevent excessive segmentation. The watershed segmentation process [9] is a regionally 

based segmentation process that is carried out by dam formation or watershed lines. 

Segment coordinate search process is the process of finding the edge of each segment 

result represented in the form of a row index and segment image column index. The 

coordinate search process aims as the initial process for reduction rather than objects, 

combining objects and labeling sequence segments. The segment coordinate search 

process is carried out using profile projections horizontally and vertically without going 

through the cutting process. Segment coordinate search results generate a list in the 

form of a table which includes: 

1. A segment number is the result of a numbered segment, 

2. The segment line X1 represents the upper edge segment, 

3. The segment line Y1 represents the left edge segment, 

4.  The segment line X2 represents the lower edge segment, and 

5.  The segment line Y2 represents the right edge segment 

The reduction process is not an object is the process of removing the results of a 

segment not an object. The reduction process aims to improve the level of accuracy of 

segmentation. Because the results of segmentation are influenced by the morphological 

gradient process, the reduction process is divided into 2 stages, namely: 

1. The first stage is to reduce not the object in the background segment, and 

2. The second stage is to reduce segments not special objects in notations that have 

holes. 

such as number notations   and  , where each time a segmentation occurs, it will 

produce segments instead of objects in the form of holes that are considered as object 

segments. 

So a non-object segment is a subset of an object segment so that it can be defined using 

equation (3): 
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If segment A ⊂ segment B, then delete segment A (3) 

The process of combining objects is the process of uniting two objects resulting from 

a segment into a segment object. On the results of watershed segmentation in high notes 

or low tones 2 segments of objects will be formed so that the object merging process 

needs to be done. In the point segment and tested segment, a merger process can be 

carried out if vertically the point segment has 1 area or region with the tested segment, 

so that it can be defined using equation (4): 

If the point segment ∩ segment is tested, then join the two segments (4) 

The process of converting coordinates to images is the final stage of the segmentation 

process. The process of coordinating to image is the process of changing the coordinate 

axis that has undergone a process of reduction rather than an object and the 

incorporation of objects into segment image files. 

 

2.2  Implementation 

In the results of the implementation of the combination watershed segmentation 

program is illustrated in Figure 2. 

 

                                     (a)              (b) 

Figure 2. Ilustration of segmentation results: (a) Line 1 sub segmentation results. (b) Results of 

segment image detail 
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2.3  Dataset 

The dataset used is the image of handwritten number notation on paper (analog data), 

then the scan process and crop are carried out so that it produces the type of image file 

jpg (digital data) with a file size of          pixels. Table 1 is a list of datasets that 

will be used as test data. The category column consists of 3 types of categories, namely 

simple, medium and complex. In the simple category is a score image that does not have 

a flat line segment or legato, the medium category is a simple category image and has a 

1-level flat line segment or legato, and a complex category is a medium category score 

image and has a combination of 2-level flat line segments or combinations flat line with 

legato. Examples of original images of number notation is shown in Figure 3. 

 

Table 1 . Feature image dataset number notation 

No Image name Title Origin Category 

1 Feature image 1 Cublak cublak suweng Central Java Simple 

2 Feature image 2 Naik Naik Ke Puncak Gunung Maluku Simple 

3 Feature image 3 Ayo Mama Maluku Medium 

4 Feature image 4 Ampar Ampar Pisang South Borneo Medium 

5 Feature image 5 Anak Kambing Saya East Nusa Tenggara Medium 

6 Feature image 6 Gelang Sipaku Gelang West Sumatra Medium 

7 Feature image 7 Suwe Ora Jamu Yogyakarta Complex 

8 Feature image 8 Burung Tantina Maluku Complex 

9 Feature image 9 Yamko Rambe Yamko Papua Complex 

10 Feature image 10 Cik Cik Periok West Borneo Complex 
 

 

 

Figure 3. Original images are handwritten number notations. 
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3 Results and Discussions 

The results of segmentation testing and discussion were carried out by testing the level 

of accuracy of the combination watershed and watershed segmentation without 

combination. Testing the results of watershed segmentation accuracy without a 

combination only displays segmentation results. In testing the results of the accuracy of 

segmentation watershed combinations in addition to displaying the results of 

segmentation, it also displays the results of a non-object reduction process and object 

merging.  

 

3.1. Results of Segment Accuracy in Combined Watershed Segmentation 

In Table 2 the results of the accuracy of the watershed segmentation combination with 

the average test results of the level of accuracy of segments in combination watershed 

segmentation is 99.74%. The factor that causes the level of accuracy of the segment not 

to reach 100% occurs in the 4th image which experiences errors of 6 objects. 

 

Table 2. Results of Combined Watershed Segmentation Accuracy 

Feature  

image 

Number of Objects 
Accuracy 

(%) Original  

image 

Segmentation  

results image 

Reduction  

Not Object 

Object  

Merging 
True False                                                                                                                                                                                                                                                            

Average       

 

Figure 4 contains an example of the results of the image segmentation of the correct 

combination of watershed. Figure 4 point A is the result of watershed segmentation in 

the form of background segments, hole segments and score segments. Figure 4 point B 
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is an example of the results of a background segment and a hole segment is not an 

object so that it will experience a reduction process not an object. Figure 4 point C is an 

example of 2 segments which are low tones so that they will experience a process of 

combining objects. Figure 4 point D is an example of segmentation results that have 

taken the watershed combination process and the three segments are the correct 

segments. 

 

morphological gradient 

image

Segment 1

(background segment)

Results of watershed segmentation

Point A

Experience a reduction process not an object

Point B

experience the process of 

combining objects

Point C

The final result of the watershed 

segmentation combination

Point D

Segment 2 Segment 3 Segment 4 Segment 5

(hole segment)
Segment 6

Segment 1

(background segment)

Segment 5

(hole segment)

Segment 3 Segment 6

Segment 2 Segment 3 Segment 4
Segment 3

 

Figure 4. Examples of combined image results in combination watershed 
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3.2. Results of Segment Accuracy in Watershed Segmentation without Combination 

In Table 3, the accuracy of        is obtained for the case of watershed 

segmentation without combination. The factor that causes decreased accuracy is the 

process like Figure 5. In Figure 5 point A is the result of watershed segmentation 

without combination. Figure 5 point B is the remainder of the non-object segment, 

namely the background segment and the hole segment does not undergo a reduction 

process. Figure 5 point C segment 3 and segment 5 do not experience the process of 

combining objects into low notes. Figure 5 point D is the final result of watershed 

segmentation without combination. 

 

Table 3. Result of segment accuracy in watershed segmentation without combination 

Feature  

image 

Number of Objects 
Accuracy 

(%) Original  

image 

Segmentation  

results image 
True False                                                                                                                                                                                                                                   

Average       
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morphological 

gradient image

Segment 1

(background segment)

Results of watershed segmentation

Point A

Not undergoing a reduction 

process not an object

Point B

Do not experience the process 

of merging objects

Point C

The final result is watershed segmentation without combination

Point D

Segment 2 Segment 3 Segment 4 Segment 5

(hole segment)

Segment 6

Segment 1

(background segment)

Segment 5

(hole segment)

Segment 3 Segment 6

Segment 1

(background segment)
Segment 2 Segment 3 Segment 4 Segment 5

(hole segment)
Segment 6

Figure 5. Examples of watershed image segmentation results without combination 

4 Conclusions 

Based on the results of research from system testing it can be concluded that the level 

of accuracy of segments in combination watershed segmentation is        higher than 

the level of accuracy of watershed segmentation without a combination of       . 

Increased accuracy of       indicates that the combination watershed segmentation 

algorithm is better when compared to the watershed segmentation algorithm without 

combination. So that the combination of watershed segmentation algorithms can be used 

in the object recognition process. 
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Abstract 

The difficulty level of a subject is needed either to understand the student 

acceptance of the subject and the highest level of student achievement in it. 

Some factors are considered, what kind of instructions, the readiness of the 

instructor and students in teaching and learning, evaluation and monitoring 

systems, and student expectations. Many factors are involved, and educators 

should know this. It is better if they can discern which are the prime factors 

and which the secondary factors. The purpose of the study is to find out the 

determinant factors in establishing the difficulty level of the subject from 

the students’, teachers’ and infrastructure point of view using three machine 

learning techniques. The MSE and the variable importance measurement 

were used to predict between some factors such as Attendance, Instructors, 

and other factors as independent variables and the difficulty level of the 

subject as a dependent variable. The study result showed that Gradient 

Boosting Machine obtained the MSE value result 1.14 and 1.30 for training 

and validation dataset. The model generated five variable importance as an 

independent factor, i.e. Attendance, Instructor, The course can give a new 

perspective to students, The quizzes, assignments, projects and exams 
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contributed to helping the learning, and The Instructor was committed to the 

course and was understandable. The Gradient Boosting Machine is superior 

to other methods with the lowest MSE and MAE values results. Two 

methods, Gradient Boosting Machine and Deep Learning, have produced 

the same five main factors that influenced the difficulty of the subject. It 

means these factors are significant and should get intention by the 

stakeholders 

Keywords: machine learning, regression, deep learning, random forest, 

gradient boosting machine, data mining, education. 

 

1 Introduction 

Education provides people with knowledge about life and the world. It helps build 

character and leads to illumination. Given the importance of education, researchers ask 

themselves what factors influence the process of teaching and the attitude of students so 

that the students can understand the subjects, and what factors help to measure the 

difficulty level of subjects. The difficulty level of subjects is needed both to understand 

either the student acceptance of their subject or to ascertain the highest level of the 

student achievement in them [1] 

John D. et al. [2] have examined some aspects and conducted some reviews based on 

learning conditions, student characteristics, materials and criterion tasks for effective 

learning techniques. Another group of researchers [3] have found that the social context 

influenced effective teaching and learning. Some factors mentioned were direct 

instruction, frequent monitoring, sense of communities, and student expectations. There 

are many factors involve here. 

Research on education using data mining are increasing and promising in the last 

years and mostly focusing the research on student’s performance, the effectiveness of 

learning and students and teacher’s perception of learning [4]. Romero et al. stated that 

the objective using data mining in education areas is to improve the learning itself and 

the actors are students and teachers with the subjects of learning and the way to deliver 

as a medium relates them. Vanthienen and De Witte [5] revealed that their study 
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showed the use of machine learning methods is advantageous especially when it faces a 

nonlinear interaction function such as the role of a school principal to accommodate the 

district size policies. Another research in education field using the machine learning 

technique was undertaken by Liao, Zingaro [6]. They stated that using machine learning 

techniques; they can identify students who are at risk of performing poorly in a course. 

Moreover, the machine learning approach was also performed for evaluating and 

predicting the student’s level of proficiency [7]. To successfully predict the quality of 

this type of educational process the authors use one of the machine learning techniques. 

They claimed that the proposed technique could be effectively used in the educational 

management when the online teaching strategy should be selected based on student’s 

goals, individual features, needs and preferences. Finally, Cope and Kalantzis [8] 

claimed that the use of machine learning and big data analysis in research on education 

should be undertaken because these emerging sources of evidence of learning have 

significant implications for the relationships between assessment and instruction. 

Moreover, for educational researchers, these datasets are in some senses different from 

conventional evidentiary sources, and this raises a new approach and give a different 

point of view to the traditional research in education areas. 

The objective of this research is to find out the determinant factors that affect the 

student’s acceptance focusing on the difficulty level of students understanding of the 

subjects. Instead of using a statistical approach in this present study we performed three 

machine learning techniques, i.e. Deep Learning, Random Forest, and Gradient 

Boosting Machine. Another purpose of this research is to introduce and compare the 

results of three machine learning methods in education areas. As the data set, we 

collected the dataset from the student evaluation at Gazi University Ankara [9] and was 

taken from the UCI repository dataset. This data set will be examined by three machine 

learning techniques using H2O platforms. 

This paper is organised as follows. In section 2, we describe the research 

methodology with the following process in data mining approaches and then the results 

based on the H2O data mining tools calculation are presented and discussed in section 

3. In chapter 4, we provide the conclusion and the subsequent work research outcome. 
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2 Research Methodology 

In general, the steps in this study follows the model of data mining techniques [10]: 

 

2.1  Objective determination 

The first step was to discover the real-world problems. This study will attempt to 

answer the educational question of how to understand and measure the difficulty level 

of the subject from the students’, teachers’ and infrastructures’ point of view. To be 

more precise, the following research question was raised: What is the determinant 

factors which make students think and establish that this subject is difficult or easy? 

A hypothesis was created to test which attributes in the data set gives a significant 

contribution toward the research question: Students think that the level of the subject 

difficulty is more likely to be influenced by the subject syllabus, activities and 

interactions between students and instructors and the readiness of students and teachers 

to engage in the learning process. 

By analysing and testing this hypothesis, it shall know the determinant factors to 

answer the question of why do the students think that the subject is difficult to 

understand? Moreover, what should be done by the teachers so that the students can 

accept and understand the subject materials more easily? 

 

2.2  The proposed work 

To examine three machine learning models we selected the dataset from the UCI 

machine learning repository about Turkiye Students Evaluation data set [9]. 

Furthermore, the dataset was analysed for reducing its dimensional features by using 

Principle Component Analysis (PCA) and then followed by performing a data 

normalisation using z-normalization. Moreover, the dataset was randomly split into ratio 80% ∶ 20% from the data population as training and validation dataset. 

Three machine learning techniques then were applied to training dataset obtaining 

the regression model, the MSE and MAE value results and the variable importance of 

each method. Using the model, we observed validation dataset to find out the MSE and 
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MAE values results and the variable significance for the testing dataset. All processes 

can be seen in the diagram below. 

 

Figure 1. The proposed work. It was started by selecting the dataset to deliver the MSE and 

MAE value results and the variable importance rank 
 

2.3  Data pre-processing 

The research used the data result of the student questionnaire at Gazi University 

Ankara Turkey [9]. The dataset was obtained from the UCI machine learning repository 

dataset (https://archive.ics.uci.edu/ml/index.php). There are 5820 instances in the data 

set with 33 attributes where 28 attributes are formed in a Likert-type scale with the 

value from 1 to 5. The Likert-type scale values 1 equals to a strongly disagree value, 

and the value 5 equals to a strongly agree value. The five other attributes are questions 

with the answers in the natural numbers data format. The questions can be grouped into 
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three substantial group questions based on students’, teachers’ and infrastructures’ point 

of view. 

Next, we undertook a PCA analysis for features reduction. Matrix correlation from 

the PCA analysis showed each eigenvalue of the features. A new variable (principal 

component) was calculated based on eigenvalues with the values bigger than one. The 

PCA analysis result for a new variable is five principal components. We analysed and 

found that five principles components can be grouped into Attendance, Instructor, 

subject preparation, quizzes or exams, and the relationship between students and 

instructors. 

 

Table 1. Table of principle component 

Component Standard 

Deviation 

Proportion of 

Variance 

Cumulative of 

Variance 

PC1 6.140 0.588 0.588 

PC2 3.686 0.212 0.800 

PC3 1.701 0.045 0.845 

PC4 1.411 0.031 0.876 

PC5 1.059 0.017 0.894 

 

 

 

Figure 2. The cumulative proportion of variance versus principle component. 

 

From five principal components, we selected which features have a high rank based 

on the eigenvector values of each feature. Finally, we found 15 features that can be used 
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in this study. Therefore, the number of features was reduced from 33 features to 15 

features only. A new reduced feature is shown in the following table. 

 

Table 2.  PCA analysis results 

Features 

Name of features  

Difficulty (target label) 

Attendance  

Instructors 

Q1 The semester course content, teaching method and evaluation system were provided at the 

start 

Q4 The course was taught according to the syllabus announced on the first day of class. 

Q5 The class discussions, homework assignments, applications and studies were satisfactory. 

Q7 The course allowed fieldwork, applications, laboratory, discussion and other studies. 

Q8 The quizzes, assignments, projects and exams contributed to help the learning. 

Q12 The course helped me look at life and the world with a new perspective. 

Q16 The Instructor was committed to the course and was understandable. 

Q21 The Instructor demonstrated a positive approach to students. 

Q22 The Instructor was open and respectful of the views of students about the course 

Q24 The Instructor gave relevant homework assignments/projects and helped/guided students. 

Q25 The Instructor responded to questions about the course inside and outside of the course. 

Q27 The Instructor provided solutions to exams and discussed them with students. 

Q28 The Instructor treated all students in a right and objective manner. 

 

2.4  Data mining   

The next process after the data pre-processing was to decide the kind of evaluation to 

be applied to the data set. The regression task is chosen because the data set is already 

classified in attributes and the questionnaire’s answer is on a Likert-type scale from 1 to 

5 means already classified too. Another reason is that this study’ goal is directed to 

discover which attributes are the determinant factors of the difficulty level of the 

subject. 

Three machine learning techniques that are Deep Learning (DL), Random Forest 

(RF) and Gradient Boosting Machine (GBM) were used to examine the data set 

focusing on the regression analysis between 15 attributes as an independent variable and 

the difficulty level of the subject as a target or dependent variable. 

 

2.4.1.  Deep Learning 

Introduced the first time by Hinton et al. DL becomes more and more popular as one 

method to solve the problems in machine learning areas [11]. Deep learning is a part of 

machine learning techniques that aim to imitate the work of the human brain using an 
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artificial neural network.  Different from other machine learning programs, the deep 

learning algorithm is made by a complex and high capability to learn, work and classify 

data. 

In general, DL consist of 3 main layers: input-hidden-output. Input layers work for 

containing raw data as input data. Hidden layers are applied for observing, learning and 

classifying data based on the references, in case of DL hidden layers usually consist of 

more than three layers. Output layers present the results. 

 

 

Figure 3. Deep Learning diagram (the picture was taken from 

https://www.kdnuggets.com/2017/05/deep-learning-big-deal.html). 

 

2.4.2. Random Forest 

Random Forest is an ensemble learning technique for classification [12]. RF works 

by constructing a collection of decision tree at training time and returning the class that 

is the mode of all of the classes of the individual trees. Like DL, the RF algorithm has a 

significant advantage when analysing many of the datasets. It can address high-

dimensional data with an excellent ability to learn from a large amount of data, and it 

can realise learning regression and classification for nonlinear sample data. 
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Figure 4. Random Forest architecture for classification and regression analysis (picture was 

taken from https://www.researchgate.net/figure/Architecture-of-the-random-forest-

model_fig1_301638643) 

 

2.4.3. Gradient Boosting Machine 

Gradient boosting is a form of machine learning boosting. Boosting means target 

outcomes for each case are set based on the gradient of the error to the prediction. The 

idea behind GBM is to set the target outcomes for the next model in order to minimise 

the error. Each new model performs in the direction that minimises prediction error 

[13]. Even though RF and GBM are an ensemble learning method, GBM and RF differ 

in the way the trees are created: the order and the way the results are combined. GBM 

tries to add new trees that compliment the already built ones. This usually gives a better 

accuracy with fewer trees. Therefore, GBM performs better than RF if parameters tuned 

carefully [14]. 

 

2.4.4  Cross-Validation  

The goal of cross-validation is to test the model's ability to predict new data and to 

give an insight into how the model will generalise to an independent dataset. In each 

machine learning model was undertaken the K-fold Cross-Validation (CV) method and 

it was applied to training and testing data set. The K-fold CV method was selected for 

the data sampling method because data instances should be evaluated in training and 

testing data set. The number of instances is quite large so when the K-fold CV does the 

data sampling to the training and testing data set K-fold CV can do quite well. This 
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experiment was repeated many times, in this case, the repeating times was expressed by 

the K values. Even for some scientists argued that K=10 is the best value but in this 

research, the selection of the best K value in K-fold CV done by repeating many times 

experiment using various K values [15]. In this study, K-fold CV equal to 10 was 

applied. 

Machine learning methods worked by using some parameters and finding the best 

result, each machine learning method has specific parameters to adjust. We used data 

grid analysis to find the best parameters to provide the optimum results. The following 

table shows the grid search parameters applied for 

 

Table 3. Grid parameters values model 

Model              Grid Parameter values  

DL Function – Rectifier; Tanh  

 Hidden layers – 200, 200, 100, 50; 100,100,50; 50, 100, 100, 50 

Epochs – 50; 100; 200 

CV – 5; 10  

RF nTrees – 50; 100; 200 

Epochs – 50; 100; 200 

CV – 5; 10  

GBM nTrees – 50; 100; 200 

Epochs – 50; 100; 200 

CV – 5; 10  

 

The best performance from each model showed by the following parameters 

 

Table 4. Parameters values model 

Model      Parameter values  

DL Function – Rectifier 

 Hidden layers – 200, 200, 100, 50 

Epochs – 200 

CV – 10  

Input dropout – 0.2  

RF nTrees – 200 

Epochs – 100 

CV – 10  

GBM nTrees – 50 

Epochs – 50 

CV – 10  

 

Tabel 4 shows the best parameters gave by the grid search analysis. 
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3 Results and Discussions 

Three machine learning methods were used to examine the dataset. The results obtained 

were the MSE and MAE values of each method and the variable importance. The Mean 

Squared Error (MSE) value was used to find the difference between the estimator and 

what is estimated. The MSE is achieved by applying the following formula: 

 

(1) 

Where �̌�  is a vector of 𝑛 prediction and 𝑌 is the vector of observed values 

corresponding to the input to the function that created the predictions. 𝑌𝑖 is the i-th value 

of the vector. 

In this study, the training dataset was the data obtained from 80% number of data 

population, while the dataset from the rest of the number of populations (20%) was 

used as a testing dataset. H2O machine learning tools were performed for training and 

testing dataset, and the MSE value results are presented in the following table. 

 

Table 5. MSE and MAE values of three machine learning models 

Models Training data set Validation data set 

 MSE MAE MSE MAE 

DL 1.25 0.89 1.33 0.92 

RF 1.31 0.92 1.38 0.91 

GBM 1.14 0.84 1.30 0.90 

 

The lowest MSE values are the best result because it describes the similarity between 

the real values and the prediction values. In other words, the lower the MSE, the higher 

the accuracy of prediction as there would be an excellent match between the actual and 

predicted data set. In this study, the lowest MSE value is obtained by GBM models.   

Like the MSE value, the MAE value obtained by the formula 

 

(2) 

 

Where 𝑥 and 𝑦 values are observed and predicted values. The lower MAE value also 

indicates better performance of the models. 
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Understanding the best model for the prediction can be performed by using deviance 

of training and testing dataset [16]. Deviance measurement is used for measure how 

well the model to predict It attempt is a generalisation of the idea of using the sum of 

squares of residuals in ordinary least square to cases where model-fitting is obtained by 

maximum likelihood. The following picture shows the deviance score for each number 

of trees in GBM. 

 

 
Figure 5. GBM deviance score for each number of trees. We show the GBM model result only 

because GBM method obtained the best result 

 

3.1.  Variable importance 

Wei, Lu [17] stated that it is essential to know which the more significant factor or 

variable in the regression or prediction analysis. Whereas Grömping [18] argued that 

predictive analysis would be more convincing when the most influential predictor 

variable obtained, though the way to find variable importance is challenging and some 

regression models are not directly planned to find the variable importance. Therefore, 

another method needs to be used to find the variable importance. Some techniques in 

machine learning could be used as an alternative way to find the variable importance, 

especially when dealing with high-dimensional input data and the categorical output. 

Which variables are more significant in predicting the difficulty of the subject? Three 

ML methods were applied in this study. The percentage of Mean Square Error (MSE) 
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and Mean Absolute Error (MAE) was measured, which indicates which variable has a 

more significant influence compared with other variables in predicting the difficulty of 

the subject values. Table 6 shows the rank of the variable importance results and it also 

is given for example the graph of the variable importance from the GBM result in fig. 6 

 

Table 6. variable importance results of each models 

Models Variable importance 

DL 1. Attendance  

2. Instructure  

3. Q12 - The course helped me look at life and the world with a new perspective.  

4. Q16 - The Instructor was committed to the course and was understandable  

5. Q8 - The quizzes, assignments, projects and exams contributed to help the learning. 

RF 1. Attendance 

2. Q22 - The Instructor was open and respectful of the views of students about the course.  

3. Q25 - The Instructor responded to questions about the course inside and outside of the course.  

4. Q21 - The Instructor demonstrated a positive approach to students. 

5. Instructure  

GBM 1. Attendance 

2. Instructure  

3. Q12 - The course helped me look at life and the world with a new perspective. 

4. Q8 - The quizzes, assignments, projects and exams contributed to help the learning. 

5. Q16 - The Instructor was committed to the course and was understandable. 

 

DL and GBM models have the same variable importance even though for Q8, Q12 

and Q16 have a different rank. However, the main five factors are the same that was 

produced by DL and GBM analysis. For three machine learning models, two main 

factors are attendance and instructors have a significant influence in determining the 

difficulty level of the subject. It means these two factors are the most important 

predictor for the difficulty of the subject variable. 

The previous study also revealed that student’s performance was not only dependent 

on their academic effort but also some other aspect that has a similar influence as well 

[19]. 
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Figure 6. GBM variable importance 

 

To answer the main question in the first section, now we can see the rank of the 

variable importance, especially from DL and GBM results. Moreover, if we observe 

which features have a significant influence, we can draw some points here, 

a) Attendance has the most significant impact. The respondent thought that 

attendance whether by students or by instructors have an important role and it 

can make their presumption about the subjects. Attendance means participation 

and involvement between students and instructors.   

b) Instructors and their attitudes or approach to the students are related to the 

subjects. The students are convinced that the instructors have a significant 

impact on delivering the subjects to them whether it was easy or difficult to be 

understood by them. This aspect is also related to the instructors’ attitude such as 

how the instructor was committed to the course, how they respond if students are 

asking the subject in or out classes, how they can encourage the students to do 

the best with the selected subjects. The previous study by Martin, Wang [20] 

stated that instructors become an essential factor to make the subjects were easy 

or difficult in front of their students. 

c) The course can give a new perspective to students. A new perspective could be 

driven by the students. Therefore, they would focus on learning the subject and 

the next it will make the subject was easy to learn. In other words, giving a new 
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perspective for life become a stimulus to the students to learn and love the 

subjects. 

d) The quizzes, assignments, projects and exams contributed to help the learning. 

The students need the way to express their ability in understanding the subjects. 

The students felt that reading some theories were not enough, they needed some 

exercises, and by doing the exercises, they can understand the subject more. 

These aspects were also mentioned by Henderson and Harper [21] in their 

research. They revealed that some correction, assessment, and teacher’s 

feedback on student’s quizzes could help the students to prepare their exams 

better. 

4 Conclusions 

Three machine learning algorithms, i.e. Deep Learning, Random Forest, and Gradient 

Boosting Machine with K-folds CV data sampling methods have been applied to 

analyse the difficulty level of the subject based on students’, teachers’ and 

infrastructures’ point of view. The data set is collected from the student questionnaire 

result at Gazi University Ankara. The result revealed that there are five determinant 

factors, i.e. Attendance, Instructors, the course helped me look at life and the world with 

a new perspective, the quizzes, assignments, projects and exams contributed to helping 

the learning, and the Instructor was committed to the course and was understandable. 

These five determinant factors can affect student’s and instructor’s perspective on the 

difficulty level of the subject. The two main factors are Attendance and Instructors. This 

study also demonstrated that data mining methods could be employed in the education 

field. However, the ability to understand data and how to work with them is very 

crucial. Data mining processes are important especially step by step at the stage model 

of data mining can be used as guidance on how to work with the data mining to solve 

the real-world problems. 

In the subsequent study, it is possible to discover and compare these techniques with 

another algorithm in classification and regression tasks. Another possibility is also to 

compare some other tools such as Orange and Rapidminer tools where these two tools 

work on machine learning algorithm for solving the same problem. 
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