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Abstract 

Essay exams are often an option to evaluate a person's understanding and interpretation of 

the material they have studied, rather than simply testing knowledge or understanding 

through essay exams that still rely on manual methods. The disadvantage of manual 

assessment is that it is prone to errors due to variations between examiners in providing 

assessments, coupled with the number of questions that must be assessed which is sometimes 

quite large, so it takes significant time. So this research carried out the development of an 

application with an automatic answer correction model with cosine similarity to measure how 

similar or how far two vectors are in multidimensional space. The result, system's potential 

in educational contexts was demonstrated by testing it on essay responses. To improve 

accuracy and usability, future developments could use sophisticated text scoring algorithms 

and provide more features. This study highlights the importance of automated grading 

systems for optimizing essay scoring in educational settings while maintaining scalability 

and reliability. 
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1 Introduction 

Exams with essay questions are frequently used to gauge a student's comprehension 

and interpretation of the content they have studied. This is a result of teachers' desire to 

probe more into students' comprehension as opposed to only using multiple-choice exams 

to assess students' knowledge [1]. Nevertheless, in spite of these benefits, essay exams 

are still assessed manually. The disadvantage of manual grading is that it is labor- 

intensive and error-prone due to grade discrepancies among examiners. In addition, 
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grading a large number of questions might take a considerable amount of time. This is 

why an application that can automatically correct student answers is an urgent need, 

expected to help teachers in conducting essay exam grading more quickly and efficiently 

[2] 

 This study employed the cosine similarity method in conjunction with a prototype 

model as a system development approach. A mathematical method called the cosine 

similarity method can be used to calculate the degree of similarity between two vectors 

in multidimensional space. Cosine similarity is a tool used to compare how close student 

answers are to the right key answers while editing essay test responses [3]. 

In previous research [1], entitled 'Application of Automatic Essay Answer 

Assessment Using Web-Based Synonym Recognition and Cosine Similarity Methods', an 

automatic essay answer assessment system was developed using cosine similarity, 

synonym recognition and filtering methods. Test results show that these systems have a 

high error rate due to low similarity between student answers and answer keys, typing 

errors, and missing words in the filtering process. Although it can help in the process of 

automatically correcting student answers, improvements such as increasing the level of 

text similarity, creating more dynamic applications, and increasing accuracy testing are 

needed to improve the performance of automated essay answer grading systems [4]. 

Research[2], [3], has proven that the use of cosine similarity can produce an accuracy of 

89.5%, but there are several types of questions that are different because there are unique 

words and the answer key does not contain the keywords that are searched for with the 

correct answer. 

Another study [4], et al. entitled "Application of Automatic Essay Exam Grading 

Using the Cosine Similarity Method" discusses the development of an automatic essay 

grading system using the Latent Semantic Analysis, Cosine Similarity, and Rabin Karp 

methods. The research highlights different approaches to automatic essay scoring, 

focusing on the application of the cosine similarity method to the scoring of essay exams 

in English. The discussion includes text processing techniques such as stop word removal 

and stemming, term frequency calculation, word weighting, and similarity calculation 

using cosine similarity. The results show that the system is effective in overcoming 

subjectivity in essay grading. The paper also discusses the conversion of similarity scores 
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into exam scores, the development of an essay auto-grading application, and presents the 

conclusions and implications of the research [5]. Automated essay scoring is a task 

implementation of machine learning in NLP, by building money modeling implemented 

to automate the value of answers to essay questions[5], [6]. 

Using this method, the system can automatically evaluate students' answers and 

assign a score based on how close their answers are to the correct answer. This allows 

teachers to correct essay answers quickly and efficiently without the need for time- 

consuming manual grading [7], [8]. This cosine similarity method helps overcome essay 

grading challenges such as examiner inconsistency and a large number of questions. This 

research applies the model to an answer checking system with advantages such as being 

able to assess answers quickly and objectively [9], where the assessment model consists 

of three types, namely multiple choice, true false and essay (description). Descriptive 

answers are an appropriate method for assessing the results of learning activities, because 

descriptive answers will involve students' ability to remember and express the ideas they 

have [10], [11]. The problem of assessment is the description of subjectivity, the 

assessment between one lecturer and another lecturer may be different or objectivity from 

different points of view, so it is possible that the lecturer makes mistakes in assessment 

such as the same student's answer but has a different value. 

2 Material and Methods 

The stages of this research include collecting datasets, text preprocessing, 

weighting trams, mapping answers using sosine similarity and scoring, then visualizing 

test scores which are illustrated in Fig. 1. 
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Figure 1. Framework Research 

 

Dataset Collect 

Dataset collect using essay assesments and answer key from student. Essay 

assessments can also be considered assessment tests because they consist of organized 

questions with answers that provide clarification or additional information. Teachers are 

still the ones who decide how best to assess their students' talents, usually through essay 

exams. Because each student's answer is considered objective [12], the assessment 

process is not actually simple[13] [14], [15]. The essay test is a method or tool that is 

considered to be highly successful in determining students' academic success as well as 

their ability to think critically [6]. 

 

Text Preprocessing 

Text that is to be used as a data source for the next stage can be prepared using text 

preprocessing [7]. At this point, a number of complex types of actions are possible. They 

are complicated in nature. The following are the steps that can be performed in text 

preprocessing: 

a. Case Folding 

To make it easier to identify sentences at this point in the process, a text document is 

converted to lowercase. 

b. Tokenization Process 



 

   
 

 

 
  
 

 
341 

 

  

Ula et.al., IJASST, Volume 06, Issue 02, 2024 

The creation of tokens processing tokens that are present in a collection of data is 

known as tokenization [5]. In a sentence, symbols based on tabulation, spaces, enter, 

commas (,), and periods (.) are used to separate each word. 

c. Stop-word Removal 

At this point, the stop-word is removed as part of the filtering process. Here, a "stop- 

word" is a term that frequently occurs but has no real significance[4], [16]. The 

solution is to create a library of stop-words that can be eliminated, like "which, from, 

in, until, to, and with," which is a mix of the most common word and the stop list [8]. 

d. Stemming 

At this point, affixes—prefixes and suffixes—are eliminated from each document in 

order to look for commonly used fundamental words. This procedure basically makes 

use of a database known as the basic-word list [9]. Stemming is a preprocessing part 

of an information retrieval system which aims to change words in a document into 

basic words with a certain set of rule [3]. 

 

Term Weight 

The process of assigning a weight to words in a document according to how often 

they occur is known as term weighting [17]. This plan can combine Term Weight TF-

IDF, which is something that should be taken into account based on a number of papers. 

In this case, Term Weight - an indicator - must be assigned to each term [10]. 

a. Terms Frequency 

Based on how often a term occurs in a document, a weight is applied [18]. The more 

occurrences there are, the higher the weight and the higher the match rate (high TF). 

 

 

Figure 2. Text Processing 
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b. Inverse Document Frequency 

An estimate derived from the distribution of a word over a set of documents [5], [19]. 

The IDF shows the relationship between the availability of a word across all 

documents. The IDF value increases as the number of documents containing the word 

decreases. 

c. TF-IDF 

This approach combines two different types of notions for calculating the weight: the 

inverse frequency of documents containing a word and the frequency of a word 

occurring in a particular document of the term[17], [19]. The frequency of occurrence 

of a word in a given document indicates the importance of the word. Importance of 

the word in the text. The number of documents containing a word indicates how 

common it is. For the association between a word and a document to have a high 

weight value, the word must appear frequently in the document and the total 

frequency of all documents in the document collection that contain low-frequency 

terms must be high [11]. The formula 1 that can be used for TF-IDF. 

 

Similarity calculation using cosine similarity 

In this step, the similarity between the students' essay answers and the instructor's 

key answers is calculated using the following formula 2 and 3. 

 

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = cos⁡(Ɵ) =
A.B⁡

|𝐴||𝐵|
                                                                              (1) 

 

At this stage, only two responses are analyzed, so the degree of similarity between 

the two responses is the output, which is then translated into student scores[6], [20]. 

 

Conversion of Similarity Score to Essay Exam Score 

The similarity scores generated earlier are converted into answer scores for the of 

the student's essay exam[5], [16]. These values are based on the human judgment version 

of the value range, which is a reference from Fuat's research in 2010 following in Table 

1. 
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Table 1. Range of Score 

Rentang Nilai “Essai Checker” 

Similarity Grade 

90-100 A 

80-89 B 

70-79 C 

60-69 D 

<59 E 

 

 

3 Results and Discussions 

The Fig. 3 shows a web-based tool called "Essay Checker". Its purpose is to 

facilitate the grading of student essays using the cosine similarity approach. Users of the 

system, such as instructors or professors, can upload two Excel files: “Excel Kunci 

Jawaban” and “Excel Jawaban Siswa”, which contain the solution keys to the students' 

answers. 

 

 

Figure 3. Website “Essai Checker” 
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The Fig. 4 shows two Excel files to be uploaded into the “Essai Checker” system. 

The first file, "Template_Jawaban_Siswa", contains the essay answers of several students. 

This file has three columns: "NAMA_SISWA" which contains the student's name, 

"NO_SOAL" which contains the question number, and "JAWABAN" which contains the 

student's answer text for each question. For example, there is a student named "DIAH" 

who provided answers to question number 1 on cosine similarity, as well as a student 

named "JISOO" who provided answers to several other questions. 

The second file, "Template_Kunci_Jawaban", contains the correct answer key for 

each question. This file has two columns: "NO_SOAL", which contains the question 

number, and "JAWABAN", which contains the text of the answer that is considered 

correct for each question. For example, the answer to question number 1 is a description 

of cosine similarity and how it works, while the answer to question number 2 is an 

explanation of the definition of a system. 

These two files are uploaded into the “Essai Checker” system to calculate the 

percentage of similarity between the student's answers and the answer key using the 

cosine similarity method. The system will process the data from both files and produce a 

result table showing the degree of similarity and grade for each student answer based on 

its compatibility with the provided answer key. 

 

 

Figure 4. File Uploaded 
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Figure 5. Results for the calculation 

 

After both files are uploaded, the user can press the "Hitung Similaritas" button to 

start the process of calculating the similarity between the student's answer and the answer 

key. 

The results of this calculation are then displayed in several tables as shown in Fig. 

5. “Jawaban Siswa table” displays information about the student's name, the question 

number and the answer given. “Kunci Jawaban” table displays the question number and 

the correct answer according to the answer key. In addition, the "Hasil" table displays the 

percentage of similarity between student answers and answer keys in the form of 

numbers. In addition, this system also provides a grade based on the degree of similarity. 

4 Conclusions  

In this research, the authors successfully implemented the cosine similarity method 

on a web-based automatic assessment system of essai answers based on climate matching. 

Overall, the "Essay Checker" system proved its potential as an effective tool in the essay 

assessment process in an educational environment. Further development could include 

integration with more advanced text scoring algorithms and the addition of new features 

to improve the accuracy and functionality of the system.underway. 
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