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Abstract  

The rapid evolution of AI in education has triggered contentious debates over its 

ethical use and effects on language learning. This study investigated how English 

teachers negotiate and appeal to language ideologies and ethical boundaries as they 

respond to AI tools in English Language Teaching (ELT). Grounded on language 

ideology and pedagogical technology theories, the research employed narrative 

inquiry design in examining the Indonesian university lecturers' experiences of 

language, ethics, and AI-driven classroom practice. Preliminary screening 

questionnaires and narrative in-depth interviews were used in collecting the data. 

The findings demonstrate that while AI tools have become valued for efficiency in 

supplying grammatical correction, lecturers are worried that the reliance on AI 

might hinder critical thought and emergence of agency. Lecturers also note the 

inadequacy of AI at engaging the local diversity of languages and dialects, and AI 

often tends to construct a standardized version of English. The study indicates that 

AI can be a useful tool in ELT by offering feedback and improving language 

accuracy, but caution is necessary to maintain academic integrity and ensure 

meaningful learning. This research contributes to the conversation on AI in 

education, offering actionable insights on ethical and productive AI use in language 

teaching. 

 

Keywords: artificial intelligence, English language teaching, ethical issue, 

language ideology, narrative inquiry 

 

Introduction 

The last couple of years, the world has witnessed the widespread application 

of Artificial Intelligence (AI) in institutions of learning, significantly transforming 

entrenched pedagogical practices, particularly in the field of English Language 

Teaching (ELT). Platforms such as ChatGPT, Grammarly, QuillBot, and Google 

Translate have become ubiquitous among students and teachers, rendering 

linguistic aid that was once difficult to access or even unattainable. These 

technologies not only changed instructional practices in the classroom but also ran 
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counter to old assumptions about the use of language, precision, authorship, and 

what teaching is. In Indonesia, a nation with vastly diverse linguistic landscapes 

and rapidly evolving digital spaces, ELT applications of AI technologies are at once 

a seductive innovation and mediatized space of struggle for lecturers who need to 

mark off ethical, pedagogical, and linguistic practice. 

The emergence of AI technology into ELT is not just about ease but also an 

indication of an even greater epistemological change in how language is understood 

and how it must be learned. In line with a world report by Dulundu (2024), the 

global market for AI in education would grow to $196.63 billion in 2025, indicating 

the widespread adoption of these technologies across all education levels. In 

Indonesia, there has been intense digital development with programs like Merdeka 

Belajar and Kampus Merdeka by the Ministry of Education, Culture, Research, and 

Technology (Kemendikbudristek), which further augmented the use of cutting-edge 

tools in higher education. But along with these innovations come challenges like 

plagiarism concerns, over-reliance on technology, loss of critical thinking, and 

downplaying the role of the teacher (Suello & Alda, 2025). 

Recent empirical studies have started exploring the pedagogical value of AI 

technology in ELT. For instance, learners who used AI-based translation software 

showed improved fluency in writing activities (Ou et al., 2024). Similarly, Suhono 

(2023) reported that learner independence and confidence were enhanced using AI-

based writing systems. There exists, however, an increasing body of literature 

cautioning against the uncritical adoption of AI into the classroom. Soumia (2025) 

had noted that without control, excessive reliance on tools such as ChatGPT may 

undermine the critical thinking and cognitive skills of students. Moreover, such 

tools are imbued with specific linguistic ideologies—i.e., promoting Standard 

English, which may be incommensurable to the local varieties and pedagogic 

values, particularly in postcolonial contexts such as Indonesia (Tankosić et al., 

2024). 

These tensions become particularly pronounced in the Indonesian higher 

education context. English language instructors, often at the intersection of global 

technological innovations and national language beliefs, must negotiate competing 

demands. On the one hand, they must graft technological innovation to remain 

pedagogically up-to-date; on the other, they must deal with ethical issues and 

conventionally grounded language routines. According to Munni and Rafique 

(2025), most Bangladeshi English teachers are undecided when it comes to tools 

like Google Translate, commenting on their utility while some question their 

reliability and pedagogical value. Similarly, Sutrisman et al. (2024) in one of his 

studies found that although many lecturers embrace AI tools because of their 

grammatical recommendations, at the same time they worry that students will shy 

away from the learning process and excessively rely upon machine-based 

correction. 

Previous research in the areas of AI and ELT have very much tended toward 

the effectiveness or function paradigms—how the tools support grammar, 

vocabulary, or learner independence (Ali et al., 2024). They have largely stayed 

away from the ideologies behind the attitudes and ethics behind lecturers' practice. 

And fewer still have taken a narrative, qualitative agenda to position educators at 

center stage as they navigate and make sense of the tools in their work lives. This 

is significant as language ideologies, as Sah and Uysal (2022) define them, the 
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cultural system of ideas about social and linguistic relationships, are a part of the 

way teachers assess the authenticity of language produced through AI, especially in 

multilingual and postcolonial contexts where English adopts multi-faceted 

meanings. 

While pedagogical technology theory is useful to illuminate tool integration 

and instructional design (Bizami et al., 2023), it dismisses the sociocultural and 

ideological influences that shape teacher selection. In response, a dual theoretical 

framework grounded in both language ideology theory and pedagogical technology 

theory is necessary to understand how teachers negotiate these technological and 

moral shifts. There has been little research trying to broach this intersection, and 

such research tends to focus on student voices at the expense of teacher accounts. 

This study occupies this niche through the consideration of how Indonesian 

English lecturers navigate language ideology and moral boundaries as the use of AI 

tools in ELT is increasingly being implemented. Specifically, it seeks to ask the 

question: How do the lecturers interpret and respond to the language and moral 

aspects of the use of AI-enabled tools in English language teaching? Taking a 

narrative research stance, the study foregrounds the everyday lives and reflexive 

concerns through which the lecturers navigate the use of such technologies and 

thereby affords rich depth potentially lost in quantitative research. 

Its value lies in its ability to elicit the various complexities in the resistance 

and take-up of AI tools used by the lecturers. Their testimonies highlight the 

intersection of pedagogic values, moral positioning and ideology of language in the 

case of pedagogic practice. This applies particularly to Indonesian higher education 

where the lecturers are guardians both of international educational standards and 

national cultural norms. The study not only contributes to imparting ethics in the 

use of AI in ELT alone but also serves to guide theoretical thinking towards the 

localization of educational technology in postmodern environments. 

Ultimately, this paper centers on a prominent yet under-researched issue of 

ELT: the way English teachers manage linguistic, ethical, and ideological issues 

that emerge from AI technology. By centering on Indonesian lecturers’ narratives, 

it aspires to offer grounded knowledge on the ways global technological shifts are 

negotiated within the local context. The study aims to contribute empirically and 

practically to discussions at the relationship between language, technology, and 

ethics of English language teaching.  

 

Literature Review  

Theoretical framework  

This research is based on two main theories: Language Ideology Theory and 

Pedagogical Technology Theory. These frameworks will allow for an integrated 

view of how English lecturers in Indonesia are responding to the complex dynamics 

of AI tools in English Language Teaching (ELT). 

Language ideologies are a cultural system of beliefs focuses on how 

languages are perceived and used in society. These ideologies link social 

relationships to linguistic practices. They dictate what is perceived to be 'correct', 

‘authentic’, or ‘worthwhile’ use of language while simultaneously masking socially 

constructed historical influences. The concept of ideology are more than thoughts, 

abstract or concrete; they are socially rooted, and generally hierarchically 

positioned. Language ideologies similarly articulate, at least in varying degrees of 
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directness, moral and power associations, reflecting the goals and aspirations of 

dominant forms in society (Irvine & Gal, 2000; Kroskrity, 2004; Woolard, 2021). 

 In English Language Teaching (ELT) contexts, especially those with 

histories of colonialism, the English language is not only viewed as a 

communicative resource but as an index of prestige, of modernity, and for different 

actors, an acknowledgement of imperialist histories (Sah & Uysal, 2022). Standard 

English, based on AI, provided by tools such as Grammarly and ChatGPT are often 

framed using ideological beliefs about what is ‘good’ English and used to justify 

and determine who has the authority to determine ‘correct’ English - and how these 

decisions align or conflict with local ELT pedagogical norms. 

As such, language ideologies not only establish linguistic norms but also 

reinforce the social structures that these ideologies both carry and often produce, 

which includes: power dynamics, national identity, and global-local relationships 

(Cavanaugh, 2020). In the current study we examine the ways in which Indonesian 

English lecturers’ attitudes toward AI tools represent language ideologies in 

relation to social ideology. 

In addition to exploring language ideologies, this study utilizes Pedagogical 

Technology Theory, which examines the ways instructors incorporated 

conceptually based technology into their practices. An important aspect of 

Pedagogical Technology Theory is the Technological Pedagogical Content 

Knowledge (TPACK) model. TPACK identifies the interconnectedness of Content 

Knowledge (CK), Pedagogical Knowledge (PK), and Technological Knowledge 

(TK) (Koehler et al., 2013). TPACK identifies that ultimately, technology requires 

insightful knowledge of the relationship between CK, PK, and TK, along with how 

technology can promote and/or limit both pedagogical and learning objectives. 

Although TPACK has been widely adopted in educational research, Celik's 

(2023) article claims TPACK framework has been critiqued for its omission of 

ethical considerations and sociolinguistic ideologies, particularly with regards to 

use of AI tools. To address these gaps, this study highlights the ethical nature 

attached to integrating AI tools and language ideologies pertaining to decision-

making activities used in various forms of English teaching practices. 

Together, Language Ideology Theory and Pedagogical Technology Theory 

provide a dual focus for this study. Language Ideology Theory challenges lecturers’ 

assumptions about linguistic norms, authenticity, and standardization, while 

Pedagogical Technology Theory offers insight into how these assumptions manifest 

in pedagogical decision-making when integrating AI tools into language teaching. 

This combined framework helps uncover the complex relationship between AI 

technologies, teaching practices, and ideological beliefs about language in 

Indonesian ELT (Kurbanova et al., 2020). 

 

Reviews on previous studies 

The implementation of Artificial Intelligence (AI) tools in English Language 

Teaching (ELT) contexts has received increased attention. Tools like ChatGPT, 

Grammarly, QuillBot, and Google Translate are now commonplace in educational 

contexts, providing benefits such as instant feedback, grammar checks, vocabulary 

improvement, and writing support (Pack & Maloney, 2023). Research has indicated 

that AI tools can improve writers' writing skills, reduce their anxieties, and foster 

learner agency (Wang et al., 2022). This trend is also evident in ELT classrooms in 
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Indonesia, where students and lecturers use AI tools for writing and translation tasks 

(Azima & Fithriani, 2024). 

The question of benefits is complicated, although there are significant 

benefits of AI tools and technologies in ELT (English Language Teaching). 

Multiple issues arise in addition to the technological such as purely ideological or 

ethical issues. For example, critics have named things like plagiarism, dependence 

on technology, and decline of creativity and thinking (Wafa & Sulistyaningsih, 

2025). These issues are interconnected and reflect broader social concerns about 

teachers and students being independent students, ambiguous (in a bad sense) 

technology in academic work. Regarding these concerns, there are not just 

questions about the functioning of the tools but also the moral and ideological 

aspects of their use and function in language education.  

At the center of this debate is the notion that AI technologies are not language-

neutral. Most AI tools are trained on corpora that have normalized, standardized 

varieties of English, often associated with native speakers, and more frequently a 

focus on American and British English. This issue raises many difficult questions 

about whose language norms are normalized and privileged. Research shows that 

AI models, such as ChatGPT, often unconsciously uphold hegemonic language 

ideologies, making assumptions about English use and ignoring non-native or 

localized different uses of English, which by extension ignore or exclude 

communicating in English as an additional language (Smith et al., 2018). Besides 

the context of this question/issue is the status of language in postcolonial contexts 

to like Indonesia, where English, as a medium of communication, has links with 

ideas of modernity, prestige, and coloniality (Sah & Uysal, 2022). 

Again, in the case of lecturers in contexts of ELT in Indonesia, they negotiate 

the competing entanglements of global norms of language and local values and, in 

fact, make an effort to situate the global norms about language called Standard 

English, within their local contexts that situate multilingualism and linguistic 

diversity as valuable. The study by Mutanga et al. (2024) revealed that lecturers had 

– with hesitation – developed a passion for the AI tools they used for formative uses 

for the sake of writing improvement for their students but could see the hegemonic 

implications that the technologies had. These competing ideologies – the local 

versus global perspective – can help analysts with conflicting identities, views, 

motives, purposes, and agency in attitudes about technology as a tool we adopt into 

our educational practices and pedagogies. 

In addition, ethical concerns of AI for learning and teaching contexts are 

complexities. For example, AI tools like Grammarly and QuillBot can provide 

engagement with the writing process and support learners with low-proficiency 

skill sets (Wiredu et al., 2024), but the downside is academic integrity and 

unachievable dependence on these tools. In high-stakes tasks like writing a thesis 

or writing a journal article, the delineation between academic assistance in the 

writing process and shortcuts towards unethical outcomes can become 

conspicuously vague. As Balalle et al. (2025) pointed out, there are formal ethical 

guidelines to be established to help regulate the application of AI in education in 

learning contexts particularly; especially since students’ digital literacies and 

technology abilities are so exceptionally diverse, and operate across multiple levels.  

However, the teachers’ perspectives are typically viewed as guardians of this 

process, where the theoretical ideologies and ethical perspectives of teachers on AI 



 

IJIET, e-ISSN 2548-8430, p-ISSN 2548-8422, Vol. 10, No. 1, January 2026, pp. 13-26 

 

18 

 

have largely been overlooked. Although literature has emerged on AI in education, 

the focus has tended to be on learner outcomes or the affordability of technology. 

There has been a general neglect of what teachers can do with technologies—

particularly, the ways in which teachers' beliefs and identities shape, disrupt, or 

reinforce their beliefs and practices related to technology in their classrooms. A 

number of studies acknowledge that the components of teacher identity determines 

if a teacher adopts (or resists) technology in their language teaching (Mali, 2025; 

Su, 2023). Unfortunately, much of the AI pedagogy research has been explicitly 

techno-centric, looking at the effectiveness of the tools but not on whether/how 

teachers will address the ethical issues in the application of technology. 

This research seeks to fill these gaps by foregrounding the voices of lecturers 

through narrative inquiry since this takes a look at how they understand, form moral 

boundaries, and negotiate positions about AI tools. Additionally, it reflects a larger 

trend in literature centering teachers’ perspectives in their technology integration in 

language education (Izlin & Widiyati, 2023; Tondeur et al., 2019). Importantly, by 

examining the narratives of Indonesian English lecturers, this research looks at how 

they use or distance themselves from AI tools and creates moral boundaries while 

continuing to negotiate the language ideologies that travel with their pedagogy. 
Despite the growing literature on AI in ELT, gaps remain. Research examines 

language ideologies and ethical choice-making related to the adoption and use of 

AI tools. The majority of studies examined either learner outcomes or affordances 

from the perspective of a technological purpose, with most not providing a rich 

lecturers’ viewpoints. The literature is also very new to examine language 

ideologies with AI for ELT that offers the use of Language Ideology Theory and 

Pedagogical Technology Theory. This study targets these gaps by consolidating the 

two aforementioned theories to better understand how Indonesian lecturers 

negotiate the moral and ideological limits in using AI tools, rather than framing the 

use of AI tools as a binary decision. 
 

Method 

This study employed qualitative research design and narrative inquiry 

methodology. Narrative inquiry is useful when examining the process by which 

individuals make sense of their messy experiences, including, but not limited to, 

changes in ideology or ethical decision making (Savin-Baden & Van Niekerk, 

2007). The method allowed for an adequate and descriptive investigation of the 

lived experiences of English lecturers in the unique situation in Indonesia and the 

role of AI tools in ELT. Personal narratives are useful for exploring the ethical 

dilemmas and ideological positions involved with the use of AI in language 

education. 

The participants in this research study were English lecturers in Indonesia. To 

ensure that the participants were pertinent to the area of research, we implemented 

the following inclusion criteria: 1) current practice in English language teaching at 

the time of the study; 2) familiarity with AI tools such as ChatGPT, Grammarly, 

Quillbot, or Google translate for use in their pedagogy; 3) willingness to talk about 

their personal experiences with regards to ethical issues and ideologies around the 

use of AI tools in their teaching. 

In order to ascertain a general outline of potential participants, a questionnaire 

was sent to a larger pool of English lecturers. In general, the questionnaire aimed 
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to establish their experience with AI tools and the initial attitudes towards the use 

of such tools in ELT. After the questionnaire results were analyzed, four 

participants were selected from the pool of responses using purposive sampling, as 

this sampling technique allows for purposeful selection of participants across 

demographics such as gender, institutions, and years of teaching experience. The 

aim was to get a diverse section of opinions and experiences around the use of AI 

tools in the classroom. 

Once the consents had been obtained, participants were asked to take part in 

semi-structured interviews. The interviews were conducted face-to-face or in 

Zoom, in accordance with the wishes and availability of the participants. Each 

interview took about 60–90 minutes and were recorded with consent about their 

confidentiality. 

Data were collected mainly using in-depth semi-structured interviews 

through a protocol. The questions examined participants' experiences in using AI 

tools, knowledge of language conventions and correctness, ethical questions 

arising, and decision-making strategies when faced with ELT situations. With 

follow-up questions there were opportunities for clarification and to pursue more 

detail in notable stories. 

Thematic narrative analysis was employed to explore the interview data. The 

transcripts were closely read to look for narrative passages that reflected 

participants' negotiation of language ideologies and ethical boundaries. Coding was 

both deductive, drawing on the theoretical lenses (pedagogical technology, 

language ideologies), and inductive, allowing identification of new themes from the 

data. 
Following the thematic analysis, the themes were interpreted within the socio-

cultural and institutional context of Indonesian higher education. The analysis 

sought to understand the way that lecturers constructed meaning, situated 

themselves and the degree of agency they had around AI technologies. In order to 

ensure that our work was credible and reliable, data source triangulation was 

employed by cross-checking field notes and interviews. 
 

Findings and Discussion  

Findings 

This section presents the findings from the in-depth interviews, beginning 

with individual narratives from each respondent, which highlight their perspectives 

on AI in English Language Teaching. The data is then analyzed thematically, 

focusing on key areas such as language accuracy, language variety, ethical 

boundaries, and teachers' agency. 

 

Mrs. R: Embracing AI with caution and context  

Mrs. R is an experienced lecturer in English for Specific Purposes and 

Linguistics with 5-10 years of teaching experience. She regards AI tools such as 

Grammarly, ChatGPT, and Google Translate as a useful tool. She states these tools, 

assist with correcting grammatical problems, improving fluency in writing and 

language, and improving accuracy in language, notably for students who struggle 

with writing, especially technical writing. R sees AI as a tool for support, something 

that aids students in confirming errors, and speeds up how fast students receive 

feedback on their writing. 
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However, R is deeply aware of the limitations of AI in teaching. She does not 

view AI as a replacement for active learning or critical thinking. In her perspective, 

AI tools reinforce standardized English, which may unintentionally undermine the 

linguistic diversity that her students experience in their own contexts. R stresses 

that linguistic authenticity matters and that the Indonesian English dialect, with its 

combination of local dialects and the Indonesian cultural context, is oftentimes not 

upheld by AI tools.  

In her classroom, R sets firm limits on the use of the AI tools while 

encouraging students to use them for improved language acquisition, but not as the 

means for completing an entire assignment or task. R insists on her students 

experience engagement with the material, then after responding to the AI feedback, 

the students will revise their work, reflecting on what they have chosen and the 

rationale behind it. She designs assessments so that AI-created content is prohibited, 

and the students must submit drafts for R’s feedback to help ensure the students are 

learning and demonstrating growth independently. For her, AI should be used as a 

tool for enhancement, not possibly a shortcut to potential limitations. 

 

Mr. S: AI as a tool for personalized learning 

Mr. S, a dedicated lecturer with 5-10 years of experience in grammar, writing, 

and speaking, views AI tools as a powerful resource for enhancing language 

learning, particularly in providing instant feedback. He appreciates that AI can help 

students spot grammar mistakes and offer structural suggestions, particularly for 

those who may not have the confidence to correct their own work. S recognizes 

immediate access to feedback as a major advantage for students working to improve 

their accuracy and to build confidence in their writing. 

However, S remains wary of the potential of AI to take away from the learning 

process. He thinks AI’s functionality is certainly useful for correcting grammar, but 

he has doubts that AI has the capacity for developing students’ critical thinking or 

thinking for themselves. He is particularly willing to intervene if he suspects 

students will rely more on AI to complete their assignments. S prefers students to 

be very clear in their use of AI. He will allow students to use AI tools only as a 

source of feedback and to help them revise their works. He prefers that students do 

not use AI as a means to generate content for essays and papers. 

Mr. S’s teaching practice includes students submitting drafts and explaining 

their rationale for changes AI suggested. He makes it clear that AI is a supplement 

to classroom teachers practice that is grounded on critical thinking and student 

engagement. He also has students reflect for themselves on what they learn while 

justifying modifications on their own without technology. For S, AI will become 

an important part of ELT when it is used responsibly and in a responsible way. 

 

Mrs. F: Maintaining autonomy and ethical use of AI  

Mrs. F, a lecturer with 11-15 years of experience, is a strong advocate for 

using AI tools as aiding students’ learning in grammar, structure, and language 

accuracy. She appreciates the efficiency and immediacy that AI tools offer, 

particularly when it comes to feedback on writing. F feels that AI tools support 

students in becoming more independent and able to self-correct, allowing them to 

find and amend language issues on their own.  
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However, F remains cautious of AI that serves as a support for students, 

potentially hindering the learning process. She has witnessed a few examples of 

students utilizing AI too much for content generation and also doing grammar 

checks and correcting errors, which breaks down the academic honesty component 

of learning. F has received assignments that are far beyond the leaned abilities of a 

student, and she found himself wondering if learners were using AI to complete 

their assignments. 

With this in mind, F has established rules for the use of AI. Students can use 

AI tools to provide feedback and for language improvement, but they must still do 

the content and writing themselves. F also uses draft submissions to be able to 

provide checkpoints and better track (and be able to provide guidance) on student 

writing to avoid the potential issue of students using AI to substitute for the learning 

process. F is attempting to establish boundaries in order to provide a balance 

between the use of technology and the necessary development of independent 

writing and critical thinking skills. 

 

Mr. A: Strategic AI use to enhance, not replace learning  

Mr. A is an instructor who has taught for 11-15 years to teach grammar, 

listening, and TEFL methodology. He thinks that AI tools are a support mechanism 

to promote students’ language learning, and he will accept AI tools for that role 

because they offer a range of support that can enhance or teach language. He sees 

that AI tools can provide a quick and easy correction, allowing students to catch 

grammar errors and improve their writing mechanics in real-time. A likes AI tools 

for refinements of language, but he is cautious not to substitute the active process 

of learning with an AI tool. 

In contrast to some of his peers, A does not see overreliance on AI as an 

important concern. With the right boundaries regarding AI, he thinks that it is 

possible to incorporate AI within the learning process without losing academic 

integrity. A has indeed set up specific boundaries when it comes to AI use in his 

classroom. He will let students use AI to provide feedback and then to revise when 

it comes to their drafts and work, but makes sure they continue to own the content. 

He asks students to submit drafts, reflect on the revisions, and to engage critically 

with the AI feedback, so that the AI tool complements their own learning. 

A has created graded assignments in which students cannot use AI tools, so 

that they are writing from a process that requires original thinking and academic 

work. He reinforces that AI is one tool in their tool belt to improve their language 

accuracy and not take the language learning process away from them. This balanced 

perspective provides students with an effective learning path, and provides students 

with the choice and responsibility of their educational path. 

 

Discussion 

Language accuracy 

According to the lecturers, the accuracy of AI‑generated language was 

generally accepted, with many accepting that AI tools offer assistance for correcting 

grammar and developing a wide variety of vocabulary as well. They concluded that 

Grammarly and ChatGPT, for example, are most helpful for checking and 

improving the technical aspects of writing, particularly students struggling for 

accuracy and fluency with their grammar. Nevertheless, half of the respondents 
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raised concerns about AI’s approaches to contextual appropriateness and nuances. 

For example, Mr. S commented, "AI tools are excellent for performing quick 

grammar checks, but rarely capture the nuances of language known only to a 

human.” 

This aligns with the idea of language ideologies proposed by Irvine and Gal 

(2000) when they claim your everyday tools like AI are framed through language 

ideologies. The analysis revealed that the AI tools identified in the majority of the 

studies were those that perpetuated standard language ideologies, and gave 

preference to Standard English, while disregarding some local dialects or informal 

aspects of language used in real world communication. Kroskrity (2004) drew 

together this notion of a language ideology of AI mirroring linguistic norms that 

were standardized, and with all the iterations of AI or AI-enabled tools identified 

in the Indonesian ELT context were not fully equivalent and mapped against the 

multilingual, local language practices in Indonesia.  

The lecturers’ apprehensions regarding a reliance on AI can be seen as part 

of a larger debate in the literature around whether AI has the potential to support 

student independence or lead them away from critical language learning altogether. 

AI resources allow students to short-cut their engagement with the language without 

deeper learning of the grammar and syntax as Wafa and Sulistyaningsih (2025) 

note. 

 

Language variety 

Regarding the question of whether AI tools accommodate different varieties 

of language, such as tone, formality, or register, all respondents were largely in 

agreement that AI works to propagate a standardization of English. However, many 

lecturers indicated that the English generated by AI is very formal or textbook 

English. In contrast, the varieties of informal, regional English that students actually 

use in real life is not accommodated by the fields of study. Mrs. R stated, “English 

written by AI is very formal, very textbook English. It cannot accommodate the 

more informal, regional varieties of English that my students use.” 

This observation echoes Woolard (2021), who noted that language ideologies 

often take certain ways of speaking as better, ultimately demoting local dialects or 

other varieties of language altogether. Cavanaugh (2020) has also pointed to how 

AI tools seek and prioritize uniformity in language, mimicking global language 

standards, which again removes local linguistic flexibility that is present when 

using the language in local contexts. For example, the students may be using 

Indonesian English, but they are also still using local dialects, while most of the AI 

norms exist in a global context.  

An (2021) also argues that AI tools generally reproduce native-speaker 

English norms, while non-native varieties (e.g., Indonesian English) go 

unsupported, which suggests modern-day postcolonial issues in the tension between 

global language standards and local language practices (Sah & Uysal, 2022). The 

students’ lives exist within this struggle for identity as they confront global 

language norms with their local contexts in Indonesian ELT classrooms. 

 

Ethical boundaries 

Ethical issues arising from AI's role in academic dishonesty and students' 

potential overreliance on AI were a central topic throughout the interviews. Several 
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of the lecturers noted that students may use these tools to create content without 

engaging with it first, which could lead to some form of dishonesty or plagiarism. 

Mrs. F eludes to this when she stated, “I do feel that AI can help students with their 

grammar, but I worry that if they rely too much on AI, they will miss the learning 

opportunity.” 

This concern resonates with Balalle et al. (2025) who place the need for 

ethical frameworks in the use of AI in education. The lecturers wanted to impose 

limits on AI use to promote responsible tools usage in environments where 

academic integrity was paramount. Draft submission periods and requiring students 

to articulate their changes to AI output were suggestions that echoed Koehler's 

(2013) framework of Pedagogical Technology Knowledge (TPACK) in that ethical 

decisions and being ethical were part of the pedagogical knowledge of technology 

integration. In line, Wafa and Sulistyaningsih (2025) offered a concern about 

reliance on AI and suggested that AI-based tools might promote limited, shallow 

engagement that obscured critical thought because fast, easy solutions replaced 

deep engagement with a content area. 

 

Teachers’ agency and reflection 

Another major theme was the teacher's role in managing AI tools. The 

lecturers discussed that they have the way as to how and when specific AI tools will 

be used in their classrooms. While AI tools support student learning, the teacher 

needs to be in control of the learning experience to ensure students are still learning 

and actively engaging with the content. 

Mr. A shared, “I view my role as a facilitator. I use AI tools to guide students, 

but I always try to ensure they do not become too reliant on them.” This perspective 

is consistent with Tondeur et al. (2019), who argue that teachers' narratives and 

agency are critical in determining how technology is integrated into the curriculum. 

The lecturers in this study have an active role in shaping how AI tools are used and 

they followed the use of AI tools in an effort to support, not take the place of, human 

teaching. 

To sum up, the lecturers were optimistic about the possibilities of AI in ELT 

but insisted it should be used in a considered manner. Mr. S said, “AI has the ability 

to transform teaching but only if we use it wisely and balance it with human 

support.” This seems fitting with wider literature on AI in education, which calls 

for ethically balanced integration, ensuring AI became an adjunct to human 

teaching and respected our pedagogical principles (Tondeur et al., 2019). 
 

Conclusion 

The study examined English lecturers' views of AI tools in English Language 

Teaching (ELT) in Indonesia. Findings showed that while AI tools like Grammarly 

and ChatGPT contribute to language accuracy (grammar correction in particular), 

they maintain standardized English and fail to appreciate the diversity of linguistic 

variances exhibited in Indonesian English. The lecturers were concerned that 

students could abuse AI tools, and may depend on them to produce content without 

engaging in any learning process thereby compromising academic integrity. 

To use AI tools in their teaching effectively, lecturers should develop explicit 

guidelines that make the role of AI as an assistive tool and not a replacement for (or 

means of avoiding) critical thinking and independent work. Teachers can support 
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the use of AI tools in the feedback and revision processes. They should also remain 

vigilant about students substituting genuine engagement with the subject matter 

with any AI tool. Active reflection about the suggestions made by AI should be 

promoted to help students to internalize the learning and prevent an overreliance on 

AI. AI should be used to enhance the learning experience, but not replace doing the 

assignment on the students' behalf. Identifying some limits on the use of AI can 

give students a bit of autonomy and help with academic integrity. 

The sample size of this study was small, with a small number of Indonesian 

lecturers participating, so it was less able to say generalizable things. Future studies 

should look at more educators in more locations and institutions to gain a more 

comprehensive understanding of the impact AI is taking on ELT in many contexts. 

Further studies might also look at the long-term effect of AI on students' language 

development, and the impact of teacher education in moving forward. Also, 

investigating AI's impact on fostering critical thinking and creativity in the students 

should also be investigated. 
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