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Abstract 

The process of moving the capital requires careful preparation. One thing that needs to be 

considered is food security in IKN. This research provides recommendations for the main 

food commodities in IKN by applying data mining. We collect food productivity data 

available on the official website for East Kalimantan province. These data are processed and 

grouped into two groups, namely horticulture and livestock products using the K-Means 

method. After grouping, we predict the increase in productivity of each group using the 

ARIMA method. This research produces output in the form of grouping commodities into 

horticulture and livestock products. Productivity results for each type of commodity are 

displayed from 2016 to 2020 based on data on the official East Kalimantan Province website. 

Based on this data, predictions are made using the ARIMA method to predict productivity 

results from 2021 to 2025. Commodities with total productivity are grouped into high-priority 

commodities. Grouping the amount of productivity is carried out using the clustering method 

by comparing the amount of productivity for each commodity and producing commodities 

that are low priority, middle priority, priority and top priority based on the highest to lowest 

productivity numbers. The cluster quality for grouping horticultural commodities is 99.1%, 

while the cluster quality for grouping livestock commodities is 87.5%. Hasil prediksi terbaik 

yaitu ketika memprediksi produksi salak dan slaughter cattle dengan model ARIMA (0, 1, 0) 

dan ARIMA (2, 2, 2). 

Keywords: ARIMA, Clustering, Holticultural Commodities, K-Means, Livestock 

Commodities 
 

 

1 Introduction 

Food security is a key issue in fulfilling community welfare because it will 

determine economic, social and political stability in a country [1]. Food security is a 

challenge for Indonesia considering that Indonesia is an archipelagic and agricultural 
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country. Food security must include factors of availability, distribution and consumption. 

One way of sustainable development is paying attention to aspects of food security [2]-

[3]. Indonesia, as the fourth largest country in the world and a country with a tropical 

season, certainly has the advantage of diversity in agricultural and livestock products. On 

the other hand, this can also be a challenge because the limited availability of agricultural 

and livestock products must be able to meet the increasing needs of society [4]. 

The migration process and especially the relocation of the capital from Jakarta to 

East Kalimantan can affect the food needs of the affected areas [5]. There are many factors 

that will change a region's food needs. Land that was previously agricultural land was 

replaced with factories or buildings [6]. This transfer of agricultural land can reduce the 

productivity of agricultural products. Because agricultural output decreases, people's food 

needs will change. Therefore, food management is needed to regulate agricultural and 

livestock products so that they are sufficient for the community, especially the new capital 

area. If it is not managed well, the worst impact will be a food crisis. The food crisis 

occurs because food commodities are not managed well [7]. Several studies related to 

grouping priority commodities have been carried out by several researchers. The research 

[8] has grouped plantation crops using K-Means which has produced several regional 

groups according to their productivity levels. Other research was conducted by [4] using 

K-Means to identify commodities with high to low production. According to [9] research, 

the performance of K-Means for grouping agricultural commodities produces good 

cluster quality. 

Several studies assess that K-Means has good performance, especially in grouping 

priority commodities in a region. K-Means can be used to group data, but K-Means is not 

an algorithm that can predict the productivity of a commodity. With the current 

development of data technology, prediction systems have become very important to 

prevent problems that will occur in the future, such as food crises. The prediction system 

can be used as the right solution to overcome the food crisis problem [10]. The results of 

the predictions can be used as a recommendation for selecting which commodities are 

considered important [11]. One prediction algorithm with good performance is 

Autoregressive Integrated Moving Average (ARIMA). The ARIMA algorithm is suitable 

for determining patterns and trends in data over a certain period of time [12]. This research 
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not only carries out groupings as in previous research, but also carries out a prediction 

process using ARIMA to determine the need for livestock commodities and horticultural 

commodities in the future. 

 

2 Researth Methods 

Study Area and Research Data 

The study area in this research is data on livestock commodities and horticultural 

commodities in East Kalimantan [9]. East Kalimantan is a province that is planned to 

become (IKN), thus allowing the need for livestock and horticultural commodities to 

increase [13]. The data obtained contains horticultural and livestock production data from 

2016 to 2020. This research has several stages which are presented in Fig. 1. 

 

 

Figure 1. Research Stages 
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Data Preprocessing 

Data preprocessing is carried out in the data analysis process to improve the quality of 

the data set [14]. Good data analysis results influence the quality of the data [15]. Data 

preprocessing is one of the main processes in data analysis so it needs to be done. Data 

preprocessing in this research, namely data collection and data selection [16]. 

 

Clustering of Priority Commodities for IKN Regions 

Clustering is the process of grouping data to find out whether data belongs to a 

certain group based on the closeness of the value of an object to other objects [17][18]. 

This research uses the K-Means algorithm to calsterize priority commodities in the IKN 

area. K-Means is a popular clustering algorithm which performs well for grouping data 

[19]. K-Means uses Euclidean distance to measure the closeness of values between 

objects. The Euclidean distance method has been presented in formula 1. 

 

𝑑𝑖𝑠𝑡(𝑖, 𝑗) = √(𝑥𝑖1 − 𝑥𝑗1)
2
+⋯+ (𝑥𝑖𝑛 − 𝑥𝑗𝑛)

2
 (1) 

Where, x = object, i = (𝑥𝑖1, 𝑥𝑖2,…, 𝑥𝑖𝑛), j= (𝑥𝑗1, 𝑥𝑗2,…, 𝑥𝑗𝑛) is two-dimensional object 

data. 

 

Trend Analysis of Priority Commodity Predictions for IKN Regions 

The prediction process is carried out using ARIMA. ARIMA is an algorithm that is 

reliable in predicting time series data in short periods of time [20]. The prediction process 

is carried out by utilizing past data to calculate values that will occur in the future. 

3 Results and Discussions 

Data Preprocessing 

In data preprocessing, what is carried out is the data acquisition process obtained 

from data.kaltimprov.go.id. After the data acquisition process, the data obtained is 

selected based on the attributes of livestock commodities, horticultural commodities and 

the amount of production each year. The selected data will be analyzed using clustering 
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methods and trend analysis. This research uses the R programming language. The results 

of acquisition and pre-processing of livestock and horticultural commodities data are 

presented in Table 1 and Table 2. 

Table 1. Livestock data preprocessing results 

Number Livestock Commodities Production Amount (Tons) 

1 Slaughter Cattle 7310 

2 Dairy Cattle 140,76 

3 Goat 520,38 

4 Sheep 0,15 

5 Pig 1835,96 

… … … 

14 Duck Egg Manila 237,82 

15 Manila Duck 28,59 

16 Quail Egg 68,47 

17 Quail 6,65 

18 Pigeons 1,38 

Table 2. Horticultural data preprocessing results 

Number Horticultural Commodities Production Amount (Tons) 

1  Mango 4310 

2  Orange 12692 

3  Papaya 15113 

4  Banana 95149 

5  Pineapple 21948 

… … … 

22  Onion 267 

23  Chili 9079 

24  Mustard 7694 

25 Spring onion 319 

26 Cauliflower 207 
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Clustering of Priority Commodities for IKN Regions 

The clustering process is carried out using the K-Means algorithm with the help of 

the cluster library in R programming language [21]. Before the clustering process is 

carried out, the data is converted into a standard scale using StandardScaler [22]. The use 

of StandardScaler aims to increase grouping accuracy. The clustering and categorization 

of livestock commodities can be seen in Table 3. Meanwhile, the clustering and 

categorization of horticultural commodities can be seen in Table 4. Quality testing of 

grouping results was carried out using the total within-cluster sum of square measures 

method. The cluster quality for grouping horticultural commodities is 99.1%, while the 

cluster quality for grouping livestock commodities is 87.5%. 

Based on cluster quality calculations, the clustering results for livestock 

commodity data are classified as good. Table 3 shows that the data is grouped into 4 

clusters. Cluster 0 consists of eleven commodities, cluster 1 consists of one commodity, 

cluster 2 consists of three commodities, and cluster 3 also consists of three commodities. 

Based on the average commodity value of each cluster, cluster members are converted 

into 4 categories, namely low priority, middle priority, priority, and top priority. A 

visualization of the livestock commodities category is presented in Fig. 2. 

 

Table 3. Result Clustering Livestock Commodities 

Cluster Livestock Commodities  Category 

0 Dairy cattle, Goat, Sheep, Buffalo, 

Horse, Duck, Duck egg manila, 

Manila duck, Quail egg, Quail, 

Pigeons 

Low priority 

1 Broiler Top priority 

2 Slaughter cattle, Rabbit, Laying 

hans 

Middle priority 

3 Pig, Organic chicken, Duck egg Priority 
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Based on Fig. 2, many commodities are included in the low priority category. Low 

priority means that the amount of production in that category is still low. The cluster 

quality results for horticultural commodities show good results, namely 87.5%, but are 

lower than the cluster results for livestock commodities. Cluster results for horticultural 

commodities can be seen in Table 4. 

 

Figure 2. Distrbution of livestock data categorization results 

 

 Table 4. Result Clustering Horticultural Commodities 

Cluster Horticultural Commodities  Category 

0 Mango, Mangosteen, Melon, 

Avocado, Starfruit, Guava, Rose 

Apple, Sapodillah, Soursop, 

Passion fruit, breadfruit, Melinjo, 

Onion, Spring onion, Cauliflower 

Low priority 

1 Banana Top priority 

2 Pineapple, Sneakfruit Priority 

3 Orange, Papaya, Durian, Duku, 

Jackfruit, Rambutan, Chili, 

Mustard 

Middle riority 
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Figure 3. Distrbution of horticultural data categorization results 

 

As presented in Table 4, cluster 0 consists of fifteen commodities, cluster 1 

consists of one commodity, cluster 2 consists of two commodities, and cluster 3 consists 

of eight commodities. A visualization of commodities in a category is presented in Figure 

3. Based on Fig. 3, the number of commodities classified as low priority dominates 

compared to other categories. In top priority there is only one commodity, namely 

bananas. This shows that only bananas have very high productivity. 

Trend Analysis of Priority Commodity Predictions for IKN Regions 

The ARIMA method is applied to livestock and horticultural data using the tseries 

and forcaste library. The steps involve training a model using historical data to make data 

predictions for subsequent years. The prediction results for livestock and horticultural 

commodities using them are presented in Tables 5 and 6. Predicted trends in production 

quantities for each commodity are presented in Fig. 4 and Fig. 5. 

A visualization of livestock commodity trends can be seen in Fig. 4. The data used 

to make predictions is from 2016 to 2020. Prediction accuracy assessment is carried out 

by looking at the Mean Absolute Percentage Error (MAPE) value. The best MAPE is 

produced when predicting Slaughter Cattle production, namely 21% with the ARIMA 

model (0, 1, 0). 
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Table 5. Result Clustering Livestock Commodities 

Number Livestock 

Commodities 

Total production 

in 2016  

Total production 

in 2025 

1 Slaughter Cattle 65369,34 291752,1 

2 Dairy Cattle 7310 8000,88 

3 Goat 6911,08 29077,89 

4 Sheep 5202,76 5270,04 

5 Pig 1468,12 871,35 

… … … … 

14 Duck Egg Manila 237,82 146,23 

15 Manila Duck 28,59 24,52 

16 Quail Egg 68,47 42,17 

17 Quail 64,15 58,21 

18 Pigeons 1,38 1,27 

 

Figure 4. Livestock data productivity trends 

Table 6. Horticultural commodities predictions 

Number Livestock 

Commodities 

Total production in 

2020  

Total production in 

2025 

1  Mango 95149 78776,45 

2  Orange 21948 22592,55 
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3  Papaya 19850 88508,54 

4  Banana 12692 16195,48 

5  Pineapple 15113 17836,33 

… … … … 

22  Onion 1158 12965,3 

23  Chili 519 487,98 

24  Mustard 463 389,27 

25 Spring onion 3683 36473,13 

26 Cauliflower 207 136,12 

A visualization of horticultural commodity trends can be seen in Fig. 5. The data 

used to make predictions is from 2016 to 2020. Each horticultural commodity is predicted 

using ARIMA to determine the production level of each commodity. The best ARIMA 

model was produced when predicting snake fruit production, namely 20%. The best 

ARIMA model is (2, 2, 2). 

 

Figure 5. Horticulture data productivity trends 

 

 



 

   

 
 

 

 
179 

 
  

Purwayoga et.al., IJASST, Volume 06, Issue 01, 2024 

4 Conclusions 

This research has succeeded in grouping horticultural commodities and livestock 

products using the K-Means method with good quality. Not only does this research carry 

out groupings, it also predicts the productivity of each commodity by applying the 

ARIMA method. The best ARIMA model quality for predicting horticultural 

commodities and livestock commodities is ARIMA (2, 2, 2) and ARIMA (0, 1, 0). The 

MAPE value of the ARIMA model cannot be said to be ideal, because the MAPE value 

is still ≥ 20%. The ideal MAPE value is ≤ 20% [19]. 

Thus, this research makes an important contribution to decision making regarding 

food policy in the IKN Region. The resulting priority commodity recommendations can 

become a basis for optimizing food production and achieving food independence in the 

region. The use of the K-Means and ARIMA methods in predictions also provides 

reliability in projecting productivity results for the future. It is hoped that future research 

will pay attention to aspects of public consumption in the IKN area for certain 

commodities. When the production level of a commodity is low, but demand is high, the 

commodity must be developed. The production development process can be carried out 

by expanding the land for a horticultural commodity using a land suitability analysis 

approach. 
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