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Abstract 

Yogyakarta Province is facing a waste management problem. The closure of the only 

Integrated Waste Treatment Plant in Piyungan, Yogyakarta, has a huge impact in society life. 

Much waste generated from industries and houses cannot be handled appropriately until final 

disposal. This problem can be solved through government policies. Its effectiveness can be 

seen from the public response on social media. Sentiment analysis on social media, especially 

X, can be efficiently conducted using Support Vector Machines (SVM). Data is directly 

obtained from X, and text processing is performed on it. The accuracy rate of sentiment 

analysis using SVM on the topic of garbage in Yogyakarta is quite good at 87%. This 

accuracy is obtained using paramater C = 1 in SVM and k = 10 in K-Fold Cross Validation. 

By using these C and k values, 40% of the data is identified as positive sentiment and 60% 

as negative sentiment. 
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1 Introduction 

The world's waste problem requires serious attention. This is also the case in 

Yogyakarta, a province in Indonesia. Yogyakarta faces waste management problems that 

are quite troubling to the community. The closure of the only Integrated Waste Treatment 

Plant in Piyungan, Yogyakarta, has hampered the waste management process in the 

community. The closure of the Integrated Waste Treatment Plant in Piyungan was urged 

by the local community, who had been disturbed by the waste pollution caused by the 

Integrated Waste Treatment Plant [1]. The waste management problem in Yogyakarta can 
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be solved through local government policies. However, the steps taken by the government 

have not been effective in solving the waste problem. 

Currently, social media such as Facebook, X, and Instagram are places often used 

by the public to give opinions or discuss a problem happening in society. The more social 

media users who talk about an issue causes the emergence of a trending topic that can 

attract the attention of parties with an interest in the issue. This can be an early warning 

system for parties with an interest in the issue that becomes the trending topic. If the 

trending topic is the waste management problem in Yogyakarta, then public opinion about 

it can be a warning for the local government in Yogyakarta. Hopefully, the government 

can immediately take steps to solve the problem. 

The development of science in the field of Machine Learning, especially on Natural 

Language Processing, can help analyze the sentiment of opinions that develop on social 

media. Some research about it has been done succesfully. Diekson et al. [2] conducted a 

sentiment analysis of Traveloka user satisfaction with the services provided by Traveloka 

to its users. The study used three classification methods including: Support Vector Model 

(SVM), Logistic Regression, and Naïve Bayes. User satisfaction data used is taken from 

Twitter. Pavitha et al. [3] conducted research on a movie recommendation system which 

involved a sentiment analysis process on movie reviews. Sentiment analysis uses two 

machine learning algorithms, namely Naïve Bayes and Support Vector Machine (SVM). 

Wang and Zhao [4] used Support Vector Machine to predict investor sentiment towards 

news about stock prices. The prediction results are used by users to decide the right 

investment. Borg and Boldt [5] investigated sentiment analysis of Customer Support at 

the Swedish Telecom company. The data used in this study are emails sent to the 

company's Customer Support. The sentiment analysis process uses Vader for the labeling 

process and SVM for the classification process. Jaya Hidayat et al. [6] conducted research 

on public sentiment towards development on Rinca Island, Indonesia. Data is taken from 

Twitter. The classification algorithms used in this study are SVM and Logistic 

Regression. Isnan et al. [7] tried to analyze user sentiment towards the TikTok 

application. The criticism and response data analyzed were taken from the Google Play 

Store. The classification algorithm used to analyze the sentiment is SVM. Styawati et al. 

[8] have an interest in the phenomenon of using online transportation such as Gojek and 
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Grab. Some users give positive opinions and some give negative opinions. Styawati et al. 

tried to do sentiment analysis on the responses of these online transportation users on the 

Google Play Store using SVM. Chen and Zhang [9] conducted research on text sentiment 

analysis using CNN (Convolutional Neural Networks) and SVM. Chen and Zhang tried 

to improve the accuracy of sentiment analysis by combining CNN and SVM. Taufik et 

al. [10] used the Support Vector Machine (SVM) approach to analyze the sentiment 

towards public figures on Twitter. Saputri et al. [11] researched the classification of 

Borobudur Temple tourist sentiment on the TripAdvisor site using SVM and K-Nearest 

Neighbor (KNN).  

From these studies, it can be seen that the use of machine learning approach was 

appropriate to be applied in sentiment analysis, especially in classification process.  The 

reliability of machine learning in performing classification is not only in sentiment 

analysis but also in other cases. Yadav et al. [12] tried to classify traffic sign images that 

appear in a video using SVM . The classification results would be used to generate sounds 

that match the traffic sign. Then the sound would be used to remind the driver. 

Kumalasanti [13] also used SVM to classify a person's handwriting with his personality. 

Therefore, this research tried to conduct sentiment analysis for the topic of waste 

management in Yogyakarta using machine learning approach so that the polarization of 

public opinion on waste management can be known. The algorithm that was used in this 

research was Support Vector Machine (SVM). 

 

2 Material and Methods 

The purpose of sentiment analysis of a document or sentence is to determine the 

polarity of the document or sentence. The three types of polarity are positive, negative, 

or neutral [14]. According to [15], sentiment analysis methods are categorized into three 

types, namely: 

a) Lexicon Based Method 

b) Machine learning Based Method 

c) Hybrid Method 
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The lexicon-based method uses a word sentiment dictionary to determine the 

sentiment of a document or sentence. Machine learning methods use datasets with 

sentiment to determine the sentiment of new sentences or documents. The hybrid method 

will combine the two methods above. 

Support Vector Machine (SVM) is one of the popular algorithms in machine 

learning. Based on the research conducted by Diekson et al. [2] , Pavitha et al. [3], Wang 

and Zhao [4], Borg and Boldt [5], Jaya Hidayat et al. [6], Isnan et al. [7], Styawati et al. 

[8], Chen and Zhang [9], Taufik et al. [10], and Saputri et al. [11], the use of SVM 

algorithm in performing sentiment analysis gave good results. In fact, when compared to 

several other algorithms, the use of SVM gave better results. From the research conducted 

by Diekson et al. [2], based on F1 score evaluation, SVM gave better results than Logistic 

Regression and Naïve Bayes in classifying user satisfaction about Traveloka services. 

Pavitha et al. [3] concluded the accuracy score of SVM is better than Naïve Bayes in 

classifying movie reviews. Then, Wang and Zhao [4] successfully predict the investor 

sentiment from the news. The accuracy reached 59%.  Borg and Boldt [5] showed us that 

SVM could predict the sentiment of customer email succesfully with the mean F1 score 

of 0.688. Jaya Hidayat et al. [6]  used SVM and Logistic Regression to analyse the 

sentiment of citizen’s opinion about Rinca Island development. The result was good, the 

accuracy rate of SVM was about 86% and Logistic Regression was about 75%. Isnan et 

al. [7] and Styawati [8] gave the same conclussion that the accuracy of the sentiment 

analysis by using SVM was above 80%. Chen and Zhang [9] got the result that using 

CNN combined with SVM could improve the accuracy of the sentiment classification. 

Taufik et al. [10] tried to use SVM in classifying the sentiment to the public figure. They 

got the accuracy was about 80%. Saputri et al. [11] compared SVM and KNN in 

classifying the sentiment of tourist opinion abot Borobudur Temple in TripAdvisor. They 

got the result that SVM gave a better accuracy than KNN.  From these researches, the use 

of SVM to analyze sentiment is very appropriate. Therefore, in this research, SVM was 

used to analyze sentiment of public opinion in X about waste problem in Yogayakarta.   

Next, we will explain the steps for sentiment analysis regarding the waste problem 

in Yogyakarta. In the first stage, this research collected data from X and saved it into a 

CSV file. The second stage is preprocessing the raw data. The process is carried out to  
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Figure 1.  Process diagram of this research 

 

clean the data of unnecessary characters. After the data is clean, the next step is labeling 

positive or negative sentiment. The fourth stage is the classification process using the 

Support Vector Machine (SVM) method. After the classification process, the best SVM 

model will be obtained. The best SVM model is used for the evaluation process. This step 

is shown in the Fig 1. 

 

2.1. Data Collection 

The data used is a collection of Indonesian language reviews on X social media that 

discuss the topic of waste. The hashtags used are sampah, sampahyogya, 

sampahpiyungan, bakarsampahyogya. Data was gathered by web scraping with the 

tweepy1 library from Python. The data collection period spanned from September 2023 to 

October 2023. The web scraping yielded 1211 tweets. The tweet results were selected by 

removing duplicate and irrelevant tweets. This selection process produces 1000 tweets, 

which are used for the next step. The web scrapping results contain tweet data, user data, 

URL address, retrieval time, and other data. The data used is only tweet data for further 

processing. 

 

 

 
1 tweepy.org 
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2.2. Data Preprocessing 

This step aims to remove unnecessary characters that would affect the classification 

process. The first step is case folding, namely making all the letters lowercase. Next is to 

remove unnecessary characters such as @, #, $, ?, !, and others. Apart from that, 

unnecessary tagging was also removed. The only characters used are letters, so other than 

that, they will not be used. This process is carried out using the re library from Python. 

The next step is the normalization, which is conducted to correct incorrect spellings 

of words. Another goal is to restore original words from abbreviations or slang words 

commonly used in tweets. This process requires checking Kamus Besar Bahasa 

Indonesia2 (KBBI) and the Alay dictionary3. After the tweet does not contain 

abbreviations and slang words, the following process is tokenizing the tweet using the 

nltk library from Python. The results of this stage are in the form of a list of tokens. 

The final preprocessing step is the lemmatization or stemming process, namely 

removing affixes to get the stem word. The stemming process is conducted using the 

Sastrawi library4. 

We do not carry out a stopword removal process because it can lose meaning. For 

example, " Dia tidak suka membuang sampah" ( He does not like throwing rubbish). The 

sentence's sentiment will change if the word "tidak" (not)  becomes a stopword. 

 

2.3. Labeling 

Labeling was done manually by two annotators. One of the annotators is a linguist. 

Linguists train other annotators to determine the polarity of tweets. Every tweet annotated 

by one annotator will be double-checked by a linguist so that there is no bias in 

determining the polarity of the tweet. 

 

2.4. Classification 

Before classification, term frequency (TF) and index document frequency (IDF) are 

calculated. TF-IDF weight evaluates how important a word is in a sentence. Term 

 
2 https://kbbi.kemdikbud.go.id/Beranda 
3 https://github.com/fendiirfan/Kamus-Alay 
4 https://github.com/sastrawi/sastrawi 
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Frequency (TF) is the opposite of IDF (eq. 1); the higher the frequency of occurrence of 

a term in a document, the higher the weight of the term itself. IDF is the opposite of TF; 

the higher the frequency of occurrence of a term, the lower the weight of the term itself. 

TF-IDF calculation is done using Python program code. 

 

𝐼𝐷𝐹(𝑡) = log
𝑁

𝑑𝑓(𝑡)
 (1) 

 

IDF(t) = IDF of the word t 

N = total sentence 

df = number of documents containing the word t 

 

The method used for the sentiment-based X classification process uses SVM. SVM 

attempts to identify the best hyperplane to separate large data into two optimal classes. 

For example, if we want to divide two-dimensional space, we need a one-dimensional 

hyperplane, namely a line. SVM will classify data using a hyperplane that maximizes the 

boundaries between classes in the training data. First of all, SVM tries to divide the data 

into two dimensions. If the data classes formed cannot divide the data linearly, the 

algorithm will change the margin until the hyperplane can separate the data into its classes 

linearly. Margin is the distance between the hyperplane and each class's closest member 

(support vector). The following (eq. 2) is the hyperplane calculation formula: 

 

f(x) = w.x + b (2) 

 

w = the chosen hyperplane parameter 

x = data input x  

b= the hyperplane parameter that was selected  
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Figure 2. Support Vector Machine 

 

SVM tries to maximize the margin in order to find the right hyperplane to divide 

classes and minimize classification errors (see Fig 2). So, the two interests contradict each 

other. If we increase the margin, we will obtain a higher misclassification rate; if we 

decrease the margin, we will get a lower misclassification rate. Parameter C is the answer 

to control between maximizing margin and minimizing error. In this research, 

experiments were conducted to find the C value that best suited our data [16].  

SVM increased in size when used for classification with many classes, and SVM 

was theoretically developed to solve classification problems with two classes. This 

research uses linear kernels for SVM classification. Program implementation uses the 

Sklearn library from Python. 

 

2.5. Evaluation 

This research evaluates a sentiment analysis system using recall, precision, F1 and 

accuracy. Recall, precision, F1, and accuracy are used to assess the accuracy of the results. 

Where recall (True Positive Rate) (eq.3) is the proportion of true positive data identified 

versus all true positive data. Precision (Positive Predictive Value) (eq.4) is the proportion 

of correct identifications of all identified  positive findings. F1 score (eq. 6) is the sum of 

precision and recall.Accuracy (eq.5) is the correct identifications (positive and negative) 
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ratio to the total data. Evaluation was conducted  on separated data using k fold cross-

validation. Testing with different k values will produce an SVM model. This research will 

evaluate this SVM model. 

 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (4) 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (5) 

𝐹1 = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙
 (6) 

 

3 Results and Discussions 

Several experiments have been conducted on the sentiment analysis approach 

proposed in this research. Experiments were conducted for several types of C to determine 

the most optimal C parameter values in SVM. Experiments were conducted on data that 

was divided using k-fold cross-validation for each type of C.  

From several experiments with a combination of parameters C and k, the best 

combination will be obtained in carrying out sentiment analysis from the prepared tweet 

data set. Some of the C values used include C=1, C=10, and C=100. At the same time, 

the value of k in k-Fold Cross Validation includes k = 2, 3, 4, 5, 6, 7, 8, 9, and 10. 

In the first experiment, parameter C is set to 1. Table 1 shows that the best accuracy 

is 87%. It is got when the k-value equals 10. 

 

 

Table 1. Experiment Result with C=1 

k Accuracy Precision Recall F1 Score 

2 77.60% 77% 78% 77% 

3 81.98% 82% 82% 82% 

4 80.40% 80% 80% 80% 

5 84.50% 85% 84% 84% 
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6 82.23% 84% 83% 83% 

7 83.21% 83% 83% 83% 

8 86.40% 87% 86% 86% 

9 84.68% 85% 85% 85% 

10 87.00% 88% 87% 87% 

 

Table 2. Experiment Result with C=10 

K Accuracy Precision Recall F1 Score 

2 77.80% 78% 78% 78% 

3 81.98% 82% 82% 82% 

4 81.60% 83% 82% 81% 

5 84.50% 85% 84% 84% 

6 85.02% 85% 85% 85% 

7 82.51% 83% 83% 82% 

8 86.40% 86% 86% 86% 

9 84.68% 85% 85% 85% 

10 86.00% 86% 86% 86% 

 

In the second experiment, parameter C is set to 10. Table 2 show that the best accuracy 

occurs when k-value is 8, which is 86.40%. In the third experiment, parameter C is set to 

100. As shown in Table 3, the best accuracy is 86.40%. It occurs when the k-value equals 

to 8.  

 

Table 3. Experiment Result with C=100 

K Accuracy Precision Recall F1 Score 

2 77.80% 78% 78% 78% 

3 81.98% 82% 82% 82% 

4 81.60% 83% 82% 81% 

5 84.50% 85% 84% 84% 

6 85.02% 85% 85% 85% 

7 82.51% 83% 82% 82% 

8 86.40% 86% 86% 86% 

9 84.68% 85% 85% 85% 

10 86% 86% 86% 86% 
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From those experiments, it can be seen that C parameters influence the accuracy of 

the sentiment analysis result, although it is not significant. Moreover, in C=10 and C=100, 

the experiment result shows no differences for all evaluation aspects, such as accuracy, 

precision, recall, and F1 score. It means that C parameters could not improve the 

prediction results anymore. (see Figs 3 and 4). 

 

 

Figure 3. Accuracy comparison  

 

 

Figure 4. F1 comparison  

2 3 4 5 6 7 8 9 10

C=1 77% 82% 80% 84% 83% 83% 86% 85% 87%

C=10 78% 82% 81% 84% 85% 82% 86% 85% 86%

C=100 78% 82% 81% 84% 85% 82% 86% 85% 86%
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As seen in figure 3 and figure 4, the best sentiment analysis result is obtained using C=1 

and k=10. By this configuration, the proposed method could predict 397 tweets as positive 

and 603 tweets as negative tweets. It means that the sentiment of the X data about waste 

management in Yogyakarta is 40% positive and 60% negative. 

From these results it can be seen that as many as 60% of tweets from data taken 

from X regarding waste management in Yogyakarta are categorized as tweets with 

negative sentiment. This information can illustrate that the handling of waste in 

Yogyakarta has not fully received positive appreciation from the public. The majority of 

people still give negative sentiments. The government can utilize this information to 

follow up by evaluating policies on waste management in Yogyakarta.   

4 Conclusions 

From the experiments that have been carried out, it can be concluded that the 

sentiment analysis approach using SVM can be applied to analyze sentiment regarding 

waste management in Yogyakarta province. Using parameters C = 1 and k = 10 is the best 

combination for sentiment analysis, which can produce an accuracy of 87%. From the 

configuration values of C and k, it is found that X data about waste management in 

Yogyakarta province has 40% positive sentiment and 60% negative sentiment. 
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